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Preface

One of the major long run tasks of the Human Settlements
and Services Research Area at IIASA is Human Settlement Systems:
Development Processes and Strategies. This paper presents a
generalized entropy approach to the analysis of spatial disper-
sion and mobility patterns. The model developed here is a
synthesis of a behavioral model and an extended entropy model:
Its application to one of the Dutch provinces indicates that 1t
is useful in studying spatial interactions between production
systems and settlement systems.

The author is Professor of Regional Economics at the Free

University, Amsterdam. He has published numerous articles and
books in the fields of programming theory, entropy models, en-
vironmental problems and multi-criteria decision-making. He

has visited IIASA as a consultant to the Human Settlement Sys-
tems research task and will continue to be associated with this
effort in the future.
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Spatial Mobility and Settlement Patterns:

An Application of a Behavioural Entropy

Abstract

This paper is concerned with the intricate interrelation
between urban and rural development. Particular attention
is paid to suburbanization processes and mobility patterns,
with an emphasis on the links between spatial structures and
the development of settlement patterns.

In addition, a formal analysis is presented which
investigates the determinants of mobility behaviour and
consequences of the latter for a settlement system.

Next, a variety of entropy hypotheses is introduced
to estimate the most probable spatial flows in a settlement
system.

Finally, an integrated behavioural entropy approach is
proposed as a reasonable method to fill in the "black box"
of a settlement pattern and its associated spatial flows.

The analysis 1s illustrated by means of an empirical

study of one of the Dutch provinces.

1. INTRODUCTION

The pattern of human settlements in Western countries has
undergone significant changes during the last decades. In the
past the urban agglomerations have exerted strong attraction
forces, so that the rise of big metropolitan concentrations was
stimulated. These positive attraction forces included both
residential and employment conditions.

As the urban concentrations grew faster, the residential
climate was affected increasingly. This has induced the sub-
urbanization process, a widespread scattering of population
around the big centres. Several factors behind the suburban-
ization process can be distinguished (see also Nijkamp [1975b]):

- qualitative and quantitative shortages of dwellings
in many urban areas, caused by losses from the war and
by the rise in population;

- congestion and pollution in densely populated or highly
industrialized areas in big centres;




- the attractiveness of high-quality environmental
conditions in regions around central cities;

- improvement of physical infrastructure from central
cities to surrounding regions;

~ rise in welfare, so that richer people in particular
are able to overcome the rise in transportation costs
from more remote residential areas to employment
centres.

The factors mentioned above indicate that frequently urban
residential and living conditions are far from favourable.
"Urbanism as a way of life" {(cf. Wirth [1938]) is being rejected
increasingly as an acceptable attitude. On the contrary, anti-
urbanism (cf. Glass [1955]) is becoming more and more apparent;
the flight to the suburbs and to remote areas is its logical
conseguence.

During the last decade this suburbanization process has
continued at such a scale that an urbanization of the suburbs
has emerged (cf. Masotti and Hadden [1972]). This spatial
shuffling process was not only due to the decline in the supply
of environmental goods, but also to the rise in the demand for
environmental goods. Analyses of shifts in priorities for en-
vironmental goods and of the repercussions of shifts in the
preference structure upon spatial diffusion of population are
contained in, for example, Cebula and Vedder [1973] and Nijkamp
[1976c].

It should be noted that the agglomeration advantages of
urban centres (like shopping facilities, highly qualified ser-
vice institutions, governmental institutions, and the avail-
ability of a big and varied labour market) have prevented a
random diffusion of settlement patterns throughout a country.
Instead, a diffuse clustering of settlement patterns around
big cities has taken place.

This large-scale diffuse concentration of residential areas
around the traditional centres has exerted a twofold effect.

First, the traditional role of urban centres as places of
creative entrepreneurship and as growth poles for surrounding
(particularly lagging) areas is in serious danger due to the
disintegration of the urban structure (congestion, segregation)
and the weak financial base of large cities. It is not sur-
prising that at the moment the idea of cities as significant
growth centres in a spatial development process is open to doubt
(cf. also Hansen [1975]). The stagnation of many big cities
raises the question of whether urbanization and labour-extensive
technologies form a guarantee for a balanced socioeconomic
growth of a nation or region. The spatial spread of innovations
and growth from big centres onwards to surrounding areas is
being affected by the stagnation of big cities (cf. Lasuén
[1973]).



In addition to these serious threats to an integrated de-
velopment process, environmental problems also have to be
mentioned. The spatial dispersion of population to areas
around big cities has led to a considerable decline in their
environmental quality: a decline in the quantity of natural
areas due to road-building and house~building, congestion in
recreation areas, congestion and pollution due to increased
traffic, etc.

It is important to ask whether the spatial diffusion of
settlement patterns should continue to follow the trend just
mentioned. One may expect that uncontrolled development will
not only destroy the urban climate, but also the rural and
suburban climate. Therefore, many planning agencies (for
example, in the Netherlands) are confronted with the issue of
how to develop an integrated and balanced physical planning?

One of the insights recently gained is that effective
spatial planning requires a significant improvement of urban
residential and living conditions to reduce the uncontrolled
flight from the cities. Urban renovation policies are a matter
of major concern for urban planners. This renovation does not
imply a complete destruction and replacement of older urban
areas. The aim is to maintain the positive elements of the
socioeconomic and sociopsychological structure of these (older)
areas. The emphasis of such an urban policy is on improvement
of dwellings, creation of small-scale recreation areas, variety
of residential areas, accessibility of residential areas,
maintenance of characteristic urban elements, public facilities
etc. By means of extensive subsidy programs an attempt can be
made to make this re-urbanization successful.

It should be mentioned that the urban policy mentioned
above is of crucial importance, since it attempts to restore
the position of the cities as the heart of a spatial structure.
Balanced physical and urban planning is the only way to avoid
the "city of the dead" (Mumford [1961]).

Apart from the question of whether the financial carrying
capacity of a city is sufficient to develop balanced urban
development and to provide positive external effects to sur-
rounding regions, one should be aware of the fact that a re-
urbanization policy cannot be the only means for balanced
regional-urban development. A moderate dispersion of popula-
tion is desirable in view of the growth of population, the
decline in occupation rates for dwellings, and the flexibility
of physical planning.

Obviously, there is a need for effective planning. However,
a basic problem is the lack of information about mobility pat-
terns and mobility motives of people. Clearly, such insights
into the structure of settlement patterns are a necessary con-
dition for successful physical planning.




In the following sections particular attention will be paid
to mobility patterns (section 2) and spatial flows in a settle-
ment system (section 3). Next, it will be shown that the use
of multi-criteria profiles is meaningful to study the relation-
ships between the elements of a spatial and urban structure and
the development of settlement patterns (section 4). Then a
behavioural model based on the theoretical ideas of section 4
will be developed (section 5); also a variety of entropy-
hypotheses will be suggested to obtain insights into the most
probable spatial flows in a settlement system (section 6). In
section 7 a synthesis of a behavioural approach and an entropy
approach will be presented. Finally, section 8 describes an
empirical application.

2. Mobility Patterns in a Spatial Structure

A spatial system is not a homogeneous entity. On the con-
trary, there is a great variety and differentiation of phenomena
through space. Heterogeneous areas, unequal spatial~-temporal
diffusion patterns, socioeconomic and residential discrepancies,
and bottlenecks in traffic networks are phenomena which demon-
strate that uniformity in space is an illusion.

The great variety in the elements of a spatial structure
and the great variety in preference patterns and opportunities
of people lead to a situation where differences in spatial be-
haviour are dominant. Consequently, mobility patterns and
settlement patterns are closely linked together for wvarious
groups of people.

Mobility patterns can be assumed to arise from significant
discrepancies among the elements of a spatial structure. These
elements are, among others, employment, housing, transport,
natural and recreation areas, pollution, and public amenities.
Cepending on the degree of deviation of the local supply of
these elements with respect to the individual and collective
priorities attached to them, a spatial dispersion from big
urban centres to the surrounding areas will take place. In a
rather simple way the tension between residential and living
conditions on the one hand, and employment and agglomeration
conditions on the other hand can be illustrated by means of
Figure 1.

various local various local

spatial

Production systems interactions settlement systems

Figure 1: Spatial interaction flows.



As the qualities of the production systems at the various
localities diverge more from the residential preferences of
people, the degree of spatial interaction in the form of com~
muting flows, migration flows and recreation flows will increase.

A more extensive picture of spatial interactions associated
with discrepancies in spatial structure (socioeconomic, environ-
mental, residential and urban) is shown in Figure 2.

The relationships presented in Figure 2 may be causal,
interdependent or limiting. 1In principle, they can be described
by means of a formal mathematical model, a so-called spatial
impact model (see Nijkamp [1976d]). However, there is frequently
a considerable lack of information, particularly as far as the
spatial interactions are concerned. On the other hand, the pre-
sentation of a spatial interaction structure in a coherent impact
system provides more insight into the complexity and general
features of such a structure. Such an integrated view of pro-
duction systems, settlement systems, and mobility patterns 1is
also a necessary condition to make public policy more successful,
particularly in the fields of infrastructure planning, environ-
mental management and development programming.

A useful method to obtain more adequate insight into the
development of a spatial system is a scenario-analysis, which
presents a series of alternative development patterns. The
spatial interactions associated with each individual development
pattern can be gauged by means of Figure 2. By carrying out a
critical path analysis one may inspect, for example, the degree
to which the existing infrastructure is satisfactory with respect
to the corresponding production and settlement scenarios.

Clearly, the search for an optimal policy and for optimal
decision-making has to be based on a multiplicity of criteria.
In this respect, the use of recently-developed multi-criteria
analyses (for example, a concordance analysis; Nijkamp [1975c])
may be extremely useful. The major advantage of these kinds of
analysis is that, in addition to traditional efficiency criteria,
intangible effects also can be taken into consideration. Con-
sequently, the use of a multi-criteria analysis offers more
opportunities for a balanced and integrated spatial policy.

Obviously, such a multi-criteria policy requires detailed
information about spatial flows between local production systems
and local settlement systems, since mobility patterns and infra-
structural provisions may be one of the decisive factors in
spatial and physical planning. 1In general, origin-destination
tables of these flows are not available. This disaggregation
problem will be discussed in the next section.
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Figure 2: Spatial Interaction Structure




3. Spatial Interactions Between Production Systems and

Settlement Systems

A detailed analysis of spatial interactions requires a
large data set. In general, such a data set is not available
or only available in an aggregated form. In consequence, the
spatial classification used in many interaction analyses is
frequently too rough to guarantee reliable and detailed out-
comes. For example, an analysis of journeys-from-home-to-work
on the basis of regional data instead of local data has only a
limited meaning. Generally speaking, the degree of spatial
interaction is higher and more varied as the spatial classifi-
cation is more refined. For example, commuting flows in a
spatial production-settlement system can be analyzed more
adequately as the spatial scale is more detailed.

Adequate insight into the spatial development of an area
and into effective policies requires detailed information on
mobility patterns between local production systems and local
settlement systems. This information is a prerequisite for
predicting and evaluating spatial patterns (in a scenario-
analysis, for example). Therefore, a spatial interaction
analysis also has to include elements useful for prediction
and planning (cf. Nijkamp [1976a]), including the specific
local characteristics of the successive production and settle-
ment systems.

In view of the foregoing remarks, a spatial interaction
analysis based on an origin-destination table should be carried
out at the lowest possible spatial scale. This condition re-
quires disaggregation from regional data to interlocal flows.
The remaining part of the paper will focus on the way in which
global information on production and settlement systems can be
disaggregated to the level of interlocal interactions (cf.
Magoulas et al. [1975] and Morrison [1973]}).

The decision to commute from place i to j rests on a
variety of factors. Given the fact that spatial interactions
and mobility patterns result from polar tensions between local
production and settlement conditions (see Figure 2}, the fol-
lowing three main factors for a decision to commute from i to
j can be distinguished:

- the employment conditions of place j correspond more
closely to the individual employment and income
preferences than the employment conditions of place i
(in other words, the employment attractiveness of
place j (denoted by w:) is higher than the employment
attractiveness of place i (denoted by wi)).

- the environmental and residential conditions of place
i correspond more clecsely to the individual settlement
preferences than the environmental and residential
conditions of place j (in other words, the environmental-
residential attractiveness of place i (denoted by mj) is
higher than the environmental-residential attractiveness
of place j (denoted by mj)).




- +the distance from place i1 to j (measured in time, money
or miles) 1is such that the net (employment and environe
mental-residential) attractiveness compensates for the
disadvantages arising from the distance friction.

These notations can be integrated in a probability matrix
for spatial mobility patterns (see Figure 3 and Figure 4).

W, 4
WN low . . . . . . . . high m low . . . . . . . . high
low low
/]
high high
Figure 3: A probability matrix Figure 4: A probability matrix
for mobility patterns for mobility patterns
(commuting) between (commuting) between
place i and j on the place i and j on the
basis of employment basis of environmental-
attractiveness. residential attractive-
ness.

The shaded parts of Figure 3 and Figure 4 indicate that
spatial interaction (commuting) flows are probable if w; > wj
and m; < mj. This probability is higher as w3 diverges more
from w;, and mj more from m;. In other words, the commuting
probability between a local production system and a local settle-
ment system is at its maximum in the upper right corner of Figure
3 and Figure 4.

It should be noted that the third factor (distance friction
or accessibility) may play a prohibitive role with respect to
the occurrence of spatial commuting flows. Consequently, the
accessibility from i to j (denoted by bj;) is of crucial import-
ance. This can be illustrated by means ©f the following
probability block for spatial interactions. The shaded area
of Figure 5 reflects the fact that a spatial link between places
i and j will be more probable as wj, m; and bj4 are higher.

This probability is equal to 1 at the extreme point P in Figure
5.

.
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Figure 5; An integrated probability block for mobility patterns
(commuting) between place i and j.

The foregoing notions about spatial interactions can be
generalized by taking into account spatial spillover effects.
An example of the latter situation is the case where the
environmental attractiveness of place i is codetermined by the
environmental and recreational conditions of an adjacent place
k. The existence of such spatial spillover effects may influ-
ence to a considerable degree the development of a settlement
pattern or, in general, of a multiregional socioeconomic system.

It is clear, that the preceding notions of spatial inter-
actions and spatial attractiveness phenomena have to be elab-
orated in an operational sense. Therefore, in the next section
a method will be presented by means of which the attractiveness
of local systems can be quantified and integrated into a spatial
interaction framework.

4, A Multi-Criteria Profile Analysis of Spatial Interaction

In the foregoing paragraph attention was paid to the
qualities of local settlement and production systems. Concepts
like environmental-residential attractiveness and employment
attractiveness can be described by means of a recently developed
multi-criteria profile analysis (see Nijkamp [1975a, 1976b] and
Paelinck and Nijkamp [1975]).

A multi-criteria profile can be conceived of as a vector
representation of a series of elements that characterize a cer-
tain phenomenon. For example, the environmental residential
attractiveness of a place i can be represented by means of the
following profile pj, in which each element Pix (h =1,...,K)
is a quantitative characteristic of place i, which can be
considered as one of the determinants of settlement behaviour:
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In principle, each element of the foregoing profile can be
quantified for each place i in a regional system. By means of
generalized distance measures (or similarity measures) the
relative discrepancy A;; of the environmental-residential pro-
file between place i ana j can be determined, after standard-
isation and normalisation, as follows (see also Paelinck and
Nijkamp [1975]):

pii = Vip, - py'(py - o) (4.2)

In this way Ai- can be used as one of the explanatory
variables for spatlgl interactions from place i to j. This
formal presentation corresponds to the ideas presented in
Figure 4. 1If necessary the environmental-residential attractive-
ness indicators can be split up into residential factors in a
narrow sense, environmental and recreational factors in a broader
sense, and social-cultural factors. 1In the last case various
discrepancy indices instead of one discrepancy index would be
obtained.

If for theoretical or practical reasons a discrepancy-index
between places is less desirable or useful, one can also cal-
culate an environmental-residential attractiveness indicator for
each place i separately on the basis of the profile vector pj
described above. Such a uni~dimensional indicator can be cal-~-
culated from a multi-dimensional profile vector in various
alternative ways:

- transform the elements of p: into an interval scale.
This implies that each locﬁi characteristic k of the
profile is transformed into an index on the basis of
its relative magnitude with respect to other places.



- use a multi-variate technique (factor-analysis, e.g.)
to transform the original multi-dimensional data matrix
(over all places) into a limited number of mutually in-
dependent components.

~ use an interdependence analysis to reduce the multi-
dimensional data matrix to a limited number of original
variables which reflect the original multi-dimensional
profile to a maximum degree (see also Boyce, Fahri and
Weischedel [1974]).

In the empirical part of our study the first method has been used.

In addition to the environmental-residential attractiveness
indicator of a place i, one can determine in a similar way the
average first-order contiguity attractiveness of adjacent places
(corrected for distance frictions; see Nijkamp [1976b]). 1In
this way, the spatial spillover effects can be taken into account
in a mobility analysis of settlement systems.

So far, only environmental-residential attractiveness has
been discussed. Clearly, in an analogous way employment attrac~
tiveness can be determined. The employment attractiveness in-
dicator can be constructed on the basis of local employment
profiles which may include the number of job opportunities, the
average wage rate, the degree of social stability, the quality
of labour, etc. By means of the employment profile the corre-
sponding attractiveness indicator wj for a place j can be
calculated (see also Figure 3). Here again spatial spillover
effects due to contiguous attractiveness can be distinguished.

The foregoing multi-criteria profile analysis can be seen
as an operational method to describe in an integrated way the
various elements of production and settlement systems as
represented in Figure 2. Given the institutional framework,
given a certain spatial governmental policy, and given the
development of exogenous variables (population growth, e.g.),
the multi-criteria framework may be extremely useful in
describing and predicting mobility patterns associated with
changes in the production and settlement profiles (by means of
a scenario~analysis, e.g.). In a next section an attempt will
be made to construct a formal model for dealing with this
problem.

5. A Behavioural Model for Mobility Patterns in Production-

Settlement Systems

In this section a formal model will be developed to describe
the mobility patterns arising from the forces between the various
attraction profiles in a production-settlement system. Particular
attention will be paid to commuting flows, although the analysis
can be generalised directly to all other types of mobility phe-
nomena. Given the theoretical notions presented in section 4
the following formal model will be assumed:




] S k
Vij = f(dij, wj, my, m;, m, mi) , (5.1)
where:
Vis = volume of interaction (commuting) from settle-
J ment place i to production place j ,
140 = distance from i to j (measured in time, money
3 or miles) ,
wj = employment attractiveness indicator of place j ,
mi = attractiveness indicator for educational facil-
ities in place i ,
mi = attractiveness indicator for recreational facil-
ities in place i ,
mi = attractiveness indicator for sports accomodations
in place i ,
m? = attractiveness indicator for cultural facilities

in place 1i.

In addition to the foregoing local characteristics of places
i and j, the spatial spillover effects arising from attraction
effects of contiguous places can be included as well. Normally,
the foregoing model might be estimated by means of least~squares
procedures, provided an extensive data set on spatial flows be-
tween settlement places and production places is available.

However, such an interlocal data matrix is only rarely
available. Sometimes, data on commuting flows between a limited
number of specific places are available, but information on the
entire spatial pattern is generally missing. Frequently, how-
ever, at a more aggregated level, particularly at a regional
level, a spatial data matrix on commuting flows is available,
because many (un)employment data are gathered at a regional level.

If an interregional mobility matrix for journeys-from-home-
to-work is available, the basic problem is to transform this
matrix into a disaggregated, local form. This implies, however,
that a traditional least-sgquares method for estimating (5.1) is
not useful. Therefore, an adaptation has to be carried out to
gauge interlocal flows on the basis of interregional flows.

Clearly, the abundant amount of degrees of freedom with
respect to the spatial allocation of mobility flows cannot be
solved without additional information.

Three possibilities exist to fill this gap. A first pos-
sibility to arrive at a meaningful disaggregation is to take
into account the specific local characteristics (the local




attractiveness indicators) of all places in the multiregional
system, given the additivity conditions with respect to the

known interregional flows (section 5). The second way is to use
some adapted entropy hypotheses to calibrate the most probable
spatial mobility pattern at a local level (section 6). The

final way is to integrate both methods, so that both behavioural
and entropy elements are included in the analysis (section 7).

Now the first method will be considered. This method is
directly based on relationship (5.1). As set out above, infor-
mation on vis is not available. However, the variables vij have
to satisfy t%e interregional additivity conditions. These con-
ditions can be formalized for regions r and s as follows:

i €r j_€s i _j_ =v ' (5.2)

where vy represents the (unknown) commuting flow from place

er
1 1in region r to place j 1n region s, and v, the (known) com-
muting flow from region r to region s. The elements Virjs can
be included in a vector v of order I(I - 1) x 1, where I
indicates the total number of places in the spatial system
concerned. In an analogous way, the elements vyg can be included
in a vector V of order R(R - 1) x 1, where R represents the num-

ber of regions in the spatial system. Condition (5.2) can be
written in matrix notation as:

Hv =YV (5.3)

where H is a regional summation matrix of order R(R - 1) x I
(I - 1), which adds up the interlocal flows between two regions
to an interregional flow:

L I A

~
~
~
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If relationship (5.1) is assumed to be a linear function of
the attractiveness indicators, the following specification may
be adopted:

v=Xg , (5.5)




where X is the matrix of K known local attractiveness indicators
(of order I(I - 1) x K), and B is a vector of unknown parameters
(of order K x 1). Since v is unknown, a procedure has to be
developed to calibrate v and B simultaneously. This procedure,
which rests mainly on (5.3), attempts to calibrate B such that

a maximum correspondence is achieved between the estimated flows
and the known flows according to (5.3).

The procedure used here attempts to select values of B
which minimize the difference between estimated and known
interregional flows by means of an approximation of this

difference via a power function (of an arbitrary degree).

This procedure stems from a direct search method for
extreme points of functions, developed by Hooke and Jeeves
[1961]. It is an iterative method which attempts to obtain
a minimum discrepancy between calibrated and known values of
vV by means of a successive adaptation of the unknown parameter
vector g§. The procedure starts off from an initial value of B,
while next V is calculated on the basis of (5.3) and (5.4).

Then the Hooke and Jeeves procedure searches in all K directions
(and in the intermediate directions) to determine whether a shift
of B in one of these directions will lead to a lower discrepancy
between the calibrated and known values of ¥. If so, a new
starting point of B is calculated and the procedure is repeated.
By means of a limited number of analogous steps an extremum can
be found, so that the interlocal flow matrix can be calculated
directly by means of (5.5). Given the underlying behavioural
assumptions, this matrix can be conceived of as the best cal-
ibration of the mobility pattern associated with a given pro-
duction and settlement system. A more detailed exposition of
the method of Hooke and Jeeves is contained in Appendix A.

A serious problem of the aforementioned method is the fact
that a statistical test of the interlocal results is hardly
possible, because these results cannot be compared with observed
data. There is only one test possible, viz. the degree to which
the observed and the calibrated interregional data differ. 1In
the previous case, however, these differences can be made ar-
bitrarily small (up to any € - limit).

In view of these test problems an alternative specification
of the problem may be considered, viz. by writing (5.5) as a
regression equation:

v=X2gB+c¢ (5.6)

where € is a vector of disturbance terms of order I(I ~ 1) x 1.
By premultiplying (5.6) with the summation matrix H, the follow-
ing result is obtained:

Hv = H X B + He (5.7)



or:

i<l

-=pg+u

where v and P are known. With the aid of the latter regression
equation the parameter vector f can also be estimated. The
obvious advantage of the regression procedure is the fact that
now a possibility for testing the results does exist, although
it should be noted that this test is only relevant for inter-
regional flows and not for interlocal flows. In this respect,
the regression procedure offers no significant improvement.

The methods described above can be used to gauge B and also
the interlocal mobility pattern. Given the structure of such a
model, the results may also be used for predicting the mobility
pattern in a scenario-analysis for the future. In this way, the
aforementioned method can be used to gauge the interlocal mobil-
ity pattern associated with alternative spatial policies con-
cerning production and settlement systems, assuming at least
that the behavioural structure will remain more or less constant
in the future. Otherwise, a sensitivity analysis with respect
to shifts in behavioural patterns may be carried out.

Changes in the spatial structure (for example, increased
accessibility arising from an improved infrastructure) can also
be analyzed by means of the foregoing model. In conclusion, in
spite of lack of information the foregoing behavioural model may
be useful in analyzing mobility patterns associated with local
production and settlement systems.

In the next section an alternative analysis will be pre-
sented and elaborated.

6. Entropy Hypotheses for Spatial Mobility Patterns1

In the field of spatial interaction models and of mobility
analyses entropy models are becoming increasingly popular (cf.
Wilson [1970]). Examples include migration studies, shopping
models, and traffic studies.

Entropy hypotheses can be conceived of as the foundation
stones for the use of gravity models in various spatial analyses.
By means of the hypothesis of a maximum entropy the most probable
configuration of a spatial system can be derived. An exposition
of the background of entropy is found in Nijkamp and Paelinck
[1974], and an interpretation in terms of behavioural assumptions
(particularly, the minimization of generalized costs) is contained
in Nijkamp [1975d].

T s .. .
This part rests on Nijkamp and Wiersma [1976].




The traditional entropy approach rests on the idea that,
given the marginal totals of a flow matrix and given a total
distance budget (in terms of time, money or miles), the most
probable guess concerning the total flow matrix can be obtained
by maximizing the corresponding entropy function. The entropy
model associated with the mobility pattern between local pro-
duction and settlement systems (see section 5) can be formalized
as:

max w = —g Z (vi . 1n Vi T V5o )
r Is ris ris ris
Z v . = D. y YV 3
1y 1yJs Js S
Z (6.1)
v, s = Oi , ¥ ir
Js rls r
z Z Vi . di . =T ,
r Js ris ris

where Dj is the (known) volume of flows which have place j in
s
region s as destination, Oi the (known) volume of flows which
r
have place i in region r as origin, and T the (known) total
distance budget.

The solution of this traditional entropy model is:

v, 5 = A, Bj Oi Dj exp (- Bdi 3 Y, (6.2)
r's r s r s r-s
where:
-1
A, = {.) B. D. exp (- 8d, . )} (6.3)
Ty Js Js s Trls
and:
-1
By = {,1 B O, exp (- Bd; 5 ) } (6.4)
s r r r r’s

Clearly, the foregoing entropy model is only useful when
the marginal totals D. and Oi are known. It was already

S r



indicated in the foregoing paragraph that frequently not all
these local marginal totals are known. Sometimes only the
interregional flows are known. This again raises the question
of how to disaggregate the interregional flows to interlocal
flows. The solution requires an adaptation of the original
entropy formulation.

The entropy formulation for the disaggregation problem

is:
max w = -z Z (v ln v, . - v. . )
1y Js lrjs lrjs lrjs
. z .z v, . = v (6.5)
1. €r Jg €s 1 Jg rs , V r,s
E Z vl . di . =T
r Js rjs rls

where the total distance budget can be calculated on the basis
of the known interregional flow matrix.

The solution of this particular entropy model is (see also
Appendix B):

v, . =2 v exp(~ Bd. . ) , (6.6)
idg rs rs 3

where:

(6.7)

Q
Il

{. . exp(- gd., . )}
rs 1;€r jéES lrjs

It should be noted that this last entropy model contains
less information than (6.2), since information about local flows
is included. Therefore, one may expect that (6.2) will provide
more reliable results than (6.5), provided the additional infor-
mation is available. Furthermore, one should take account o:
the fact that the backgrounds of both entropy models are dif-
ferent: model (6.2) aims at gauging the interlocal flow matrix
by means of local marginal totals, whereas model (6.6) aims at
gauging the interlocal flow matrix by means of interregional
flows.

Finally, if information on both the local marginal totals
and the interregional flows is available, a meaningful approach
would be to integrate both models. Then the entropy of the mo-
bility pattern between local production and settlement systems




has to be maximized subject to the marginal totals and the inter-
regional flows. This entropy model can be specified as follows:

max w = - g Z ( v. . 1n vi . - vi L)
r Js lrjs r]s sz
z v, . = D, :r Y 3
lr lr]s Js S
Z V. . = 0, , ¥ i (6.8)
Js lrjs 1y r
.z .z v . = v , Y r,s
1r€rjs €s lrjs rs
E z vi . di . =T
r ]s rjs rjs

The solution of the latter model is (see Appendix B):

v, . =2 A, B. Vv O. D. exp(- Bdi L) (6.9)
S r Js rls

This generalized model rests on two sources of information.
If these sources are available, the latter model can be consid-
ered as the most adequate representation of an entropy model
for mobility patterns. The solution technique of this general~-
ized entropy model is analogous to that of the traditional
entropy model, in the sense that the iterative procedure in-
cludes now a switch among four parameters, viz. C_ , Ai ’ Bj

: S r s

and B. Therefore, the computing time for arriving at a con-
verging solution will be somewhat longer (cf. Bouchard and
Pijers [1964]).

r

7. A Synthesis of Behavioural and Entropy Hypotheses

The use of entropy models has been criticized from several
sides owing to the rather mechanical nature of the entropy
hypotheses, particularly as far as the physical backgrounds
are concerned. This criticism is valid, in as far as behavioural
assumptions are not introduced explicitly in the derivation of
entropy models. However, it should be noted that an entropy
hypothesis in a spatial interaction model can be interpreted by
means of a dual formulation in terms of behavioural hypotheses
about a collective mobility behaviour (see Nijkamp [1976d]).

This behavioural hypothesis states that all people together will



choose a mobility pattern which minimizes a certaln generalized
travel cost function, based on the differential attractiveness
of places of origin and destination.

In view of the latter behavioural interpretation one may
wonder whether it would not be meaningful to introduce behav-
ioural assumptions a priori and explicitly in entropy models.
So far this possibility has received only little attention.
In this paragraph an attempt will be made to analyze this
question.

The introduction of behavioural assumptions in an entropy
model has two advantages: (a) the mechanical nature of entropy
models will be abandoned; (b) the probability background of
entropy models will be maintained.

Now the gquestion arises as to how behavioural elements can

be introduced into entropy models. In principle, there are
three possibilities of including behavioural hypotheses in an
entropy model: (a) in the entropy function itself; (b) in the

traditional entropy constraints; (c) in the form of new entropy
constraints (for example, by means of (5.1)).

The last possibility is very hard to realize, since a be-
havioural model like (5.1) is deterministic, so that the use of
this behavioural model would assign the flows in a unique way
without taking into account the entropy assumptions.

Possibility (b) might be applied in principle, but includes
many arbitrary elements. For example, one might assume that the
original distance budget might be transformed into a sociopsycho-
logic distance budget by means of the attractiveness of the
origins and destinations. However, it appears to be extremely
difficult to find a reasonable specification which is not com-
pletely arbitrary.

Possibility (a) appears to be the most meaningful one.
This possibility, which is based on some ideas from information
theory and Bayesian statistics, will be discussed here more
thouroughly.

According to Theil [1967], entropy can be conceived of as
the expected information content of a message. In a more
general sense, one may state that entropy is linked up with . he
degree of uncertainty prevailing in a choice situation with
many different possibilities. A reduction in the entropy of a
system reflects a decline in the degree of uncertainty. There-
fore, additional information will lead to a decline in entropy
and to a higher degree of certainty.

These ideas correspond to a certain extent to a number of
elements from Baysesian statistics, in which the influence of
prior information in the ultimate (posterior) results is anal
yzed (cf. Raiffa and Schaifer [1961]). A basic idea is the
distinction between prior probabilities and posterior probabil-
ities. Prior probabilities reflect the chance that a certain
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event will occur on the basis of prior information introduced
from outside the analysis itself (subjective ideas, external
information, alternative analyses, etc.). Posterior probabil-
ities reflect the ultimate chance that an event will occur
taking into account the prior information.

Now the behavioural model specified in (5.1) can be used
to deduce prior probabilities for a mobility pattern between
local production and settlement systems. The assumption made
here is that the behavioural model provides only a best first
guess for the spatial commuting flows, since due to lack of
information this model cannot be tested in an entirely satis-
factory manner. Therefore, the results of this model can be
conceived of as a reasonable approximation, although several
disturbances may exist. This first approximation can now be
considered as a prior information for the entropy model.
Therefore, we define p; ;5 as the prior probability that a

r-s
certain commuting flow R from place i in region r to place
r's
j in region s will occur according to model (5.1). In other
words:

Vi
o _ r-s
Pi 3 T v (7.1)
r-s

o
i

where:

% ¢© (7.2)

so that the additivity conditions for probabilities are satisfied.
The foregoing approach implies that the behavioural model (5.1)
provides the prior information by means of (7.1). This prior
information can now be introduced into the entropy model to
calculate the posterior probabilities of the spatial flow matrix
(see also Hobson and Cheng [1973] and Kullback [1959]). These
posterior probabilities will be denoted by 1< 3
r-s

Next, one may define a conditional probability as the chance
that an event will occur, given the prior probability. This
conditional probability gives rise to the notion of an average
conditional entropy (see Nijkamp and Paelinck [1974] and Theil

[1967]. This average conditional entropy can be written as:
W = = Z Z P. = In(p. . /p? . ) 7
Ty Jg 1pdg 1ds " 1pds (7.3)



This implies that model (6.9) can be written ultimately as:

v. . =v. . C A, B, v 0. Dj exp (- Bdi 3 ) (7.4)
S r S r-s

The latter model contains both behavioural elements (owing

to the prior information vg 3 and probability elements (from
r-s

the generalized entropy model). The calibration of this model
can be carried out in a way analogous to the traditional entropy
model. The conclusion may be that the foregoing conditional
entropy theory links the advantages of a behavioural model to
those of a gravity modell.

8. Empirical Application

The analysis described in the preceding paragraphs was
applied to one of the Dutch provinces, viz. North-Holland<“.
The southern part of this province in particular is confronted
with serious problems with respect to its spatial structure:
the declining function of the city of Amsterdam, urban reno~-
vations in various cities, congestion and environmental quality
decline in many areas, wide-spread suburbanization in many
directions, noise nuisance from the airport of Amsterdam, dis-
tance friction caused by the North-sea canal, the development
of the harbour of Amsterdam and of the neighbouring steel in-
dustry, etc.

In addition to information on production, incomes, invest-
ments, congestion, and pollution, a prerequisite for effective
spatial planning is insight into the interlocal spatial patterns
of this area. The developments of settlement patterns and pro-
duction patterns are here closely linked to infrastructural
patterns and mobility patterns. It is obvious that a spatial
divergence between a settlement system and a production system
will induce significant spatial interaction problems. The
guestion as to whether the present modal split of traffic flows
needs changing is also important in this respect; the North Sea
canal in particular forms a spatial barrier which restricts

1A reverse procedure may be to use the result of the extended
entropy model (6.9) as 'fictitious' observations on the vi§ -vari-
ables from the behavioural model (5.1), so that then a regression
analysis can be used to gauge the parameter vector B.

2Data about this province are contained, for example, in De
Donnea [1971], Gedeputeerde Staten van Noord-Holland [1973, 1975],
De Langen et al. [1974], Netherlands Economic Institute [1972,
1975], Projectgroep Noordzeekanaalgebied [1971], Ronteltap [1968],
Schreuder [1974], and Verstedelijkingsnota [1976].




possibilities to influence mobility patterns by means of physical
planning. On the other hand. any change in the settlement pro-
file or in the produntion profiis,; generated by (endogenous or
exogenous) economic developments or by a governmental policy,
will affect the spatial flow paitern.

The analysis was applied for the year 1971 to eight labour
regions including, in total, fifty places (see Appendix C and
Map 1). During the first stage of the analysis only an inter-
regional flow matrix (of order 8 x 8) was available. For each
of the fifty places, the employment attractiveness indicators
and the environmental-residential attractiveness indicators
were determined (see section 4).

Next, the behavioural model, specified in (5.1), was esti-
mated according to the lines set out in section 5.

The next step was Lo calculate the interlocal flow matrix
by means of entropy model (6.5), based on interregional flows

only. These results were less satisfactory, because the flow
matrix contained many zero's; they can be explained by the
small amount of information used in this approach. The large

number of zero's arises here from the implicit distance mini~
mization which forms the dual background of the entropy concept.
Hence, this prccedure seeks, within each interregional flow, two

places which have a minimum distance. Then the flow total is
assigned to these two places, whereas the flows between remaining
places are set equal to zero. The small amount of information

used in this approach appears to be insufficient to provide
reasonable results. The conclusion may be that entropy analyses
are less useful to disagyregate intersregional flows to inter-
local flows.

A more satisfactory result can be achieved by applying
entropy model (6.1), although the applicetion of this model
requires more information, viz. the marginal totals of an inter-
local flow matrix. These marginal totals were estimated for
1971 on the basis of a number of known data and on the basis of
data from 1966. These results showed a much higher degree of
dispersion of the interlocal flows through the matrix, indicat-
ing that indeed more adequate results are achieved as more in-
formation is introduced.

In applying model (6.1), however, the information about
interregional flows was not used. Therefore, the generalized
entropy model (6.8) was calibrated to include both the data on
marginal totals and on interregional effects. These results
appeared to be already rather satisfactory.

Next, the final step was undertaken, in which the prior
information from model (5.1) was included in the extended
entropy model (7.4). This model satisfied the following three
conditions: (a) an explanatory mcdel for spatial behaviour as
prior information; (b) interregional additivity conditions for
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spatial flows; (c) additivity conditions for local marginal
totals. The results of this model are represented in Table
1.

These results appear to be very meaningful. There is a
considerable dispersion of flows through the table, the employ-
ment attractiveness places (like Amsterdam) are significant,
and typical commuting places are also significant.

The final conclusion is that the generalized entropy
approach, developed here as a synthesis of a behavioural model
and an extended entropy model, provides useful results. Its
use in analyzing spatial dispersion and mobility patterns in
the field of production and settlement systems is worthwhile.




Appendix A

The Method of Hooke and Jeeves

The direct search method of Hooke and Jeeves [1961] is a
recursive solution technique for finding the extremum of a
nonlinear function without boundary conditions (see also Kowalik
and Osborne [1968]). Each stage of the method includes two
kinds of movements: an exploration and a pattern. The explora-
tive movement serves to detect the local behaviour of the func-
tion, whereas on the basis of this exploration a pattern is
developed to find in an efficient way the extremum of the
function.

Assume the following function:
w = f (x) (A.1)

as well as the following argument vector:

x' = (x1,...,x

) (A.2)

The exploration to find the minimum of f (x) includes the
following steps:

- take an initial value X4 and calculate wy = f (§1).

- let X, shift in one of the directions g'i = (0,...,0,1,
0,...,0) with an amount Axi (i=1,...,I), and calculate
the change in the function value denoted as Aw#.

: i

- if Am1 < 0, use 5#' = (Rqpeeayxg + Axi,...,xI) as a new

starting point, and carry out the same step for a change
, th *

Axi+1 in the (1+1) element of X, -

if Awl > 0 o 24 )

- if Awj , use X, = (Xq,..a 0% - X;y+-.,%X;) as a new
starting point. If then the change in the function value
is positive, the ith clement is abandoned, and the (i+1)th
element is increased with an amount Axi+]. Otherwise,
§T* will be used as the new starting point, and the (i+1)th

* %

element of X, will be increased with an amount Axi+1.



When in all I directions, as well as in intermediate dir-
ections, these explorative movements are carried out, a new
initial value X, is obtained. This new basic point X, is now
used together with the first point x, to determine a pattern.
The pattern movement is determined as follows:

[ WO
I

Xy + A§12 (A.3)

where Ax12 is defined as:
AXq5 = X5 = X4 (A.4)

On the basis of the new pattern point g the foregoing steps
will be repeated. If then a lower value of w is found, the
corresponding value of x will be considered as a new initial
point for the explorative movement. In the reverse case, the
second point X5 will be used as the starting point for a fur-
ther exploration.

If from a certain point onwards the explorative movements
do not result in a lower value of f(x), the step lengths will
be reduced and the procedure will be repeated. A convergence
will occur, if these step lengths are ultimately smaller than
a certain e~limit.

The method of Hooke and Jeeves is rather easily applicable
for convex functions. In the case of non-convexity, problems of
local optima do arise. The advantage of this method is that,
owing to the possibility of varying the step lengths, insight
may be obtained into the existence of local optima. These
problems, however, did not occur in the present case of deter-
mining the spatial interaction pattern.

Finally, it should be noted that the method of Hooke and
Jeeves can be considered as a particular case of the solution
technique of Rosenbrock [1960] (see also Walsh [1966]). The
latter procedure attempts to find a minimum function value in
I mutually independent directions from an initial point by
means of a Gram-Schmidt orthogonalization method.
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Appendix B

The Lagrange function L associated with (6.5) is:

L=w+) )r__ (v -.7 Vel Ve )+ B(T - Z Z v, .d. . ) (B.1)
rs rs rs lrEr JSLES rls r s lrjs 1]
The first-order conditions for a maximum are:
__EE__,: - 1ln v - A - R4. . = 0 (B.2
av. . 1 rs 173
ij r's r-s
r-s
or:
Vig = exp (- A _ - Bd; : ) (B.3
r-s r-s
or:
v. . =C v exp(~ pd. . ) , (B.4
i 3g rs rs i3
where C is defined as:
rs
-1
C = exp (- 2 ) v (B.5

rs rs rs

It is easily seen that this derivation shows the validity of
(6.6) and (6.7).

The Lagrange function associated with (6.8) is:

= . .- .. )+ - -
L=uw+ % \)]S(DJS zvlrjs) Zlnl (© . g Vlrjs) + ‘
S r r'r S
(B.6) |
) L ) ‘
+ A (v.. - . ; v, . ) + B(T - v, . d, )
T s rs rs 1§€r jses lr]s ir Js lrjs lrjs

The first-order conditions for a maximum entropy are:
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3L
= - 1lnv. . = v. =1. - A - Rd. . (B.7)
BVl 5 i3dg Jg i, rs i34
r-s
or:
v, . = exp(- v, -=T1T. -~ A - Bd. . ) (B.8)
Tris Js r s Tls
or: v. ., =2¢C A. B. v 0. D. exp(- pd. . ) , (B.9)
1yds ES 1y Jg FS 1 g 1rls
where:
_ _ -1
CrS = exp( xrs) Vg (B.10)
A, = (- 1, ) o] B.11)
i T exp i i (B.
r r r
— -1 o)
B. = exp(- v. ) D. (B.12)
Is Is Js

By making use of the three types of additivity conditions
it can easily be derived that:

C = {. . A. B. O, D. exp(- gd. . )} (B.
rs lrEr JSES lr JS lr JS lrjs
- -1
A; = [Cpg vl By D, exp(- 8d; 4 )} (B
r S S r-s
S
-1
By = [ o v (] A, O, exp(- Bd, 5 ) 1] (B
S r r r-s

13)

L14)

15
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Appendix C

Labour Regions and Places in the Southern Part of North-Holland

Labour region IJdmond Labour region Purmerend
1. Beverwijk 30. Beemster

2. Castricum 31. Broek in Waterland
3. Heemskerk 32. Edam

4. Uitgeest 33. Graft de Rijp

5. Velsen 34, Ilpendam

35. Katwoude
36. Marken

Labour region Haarlem 37. Monnickendam
38. Purmerend
6. Bennebroek 39. Wijde Wormer
7. Bloemendaal 40. Zeevang
8. Haarlem
9. Haarlemmerliede en Spaarnwoude
10. Heemstede Labour region het Gooi
11. Zandvoort
41. Blaricum
42. Bussum
Labour region Zaandam 43, 's-Graveland
44. Hilversum
12. Assendelft 45. Huizen
13. Jisp 46. Laren
14, Koog a/d Zaan 47. Naarden

15. Krommenie
16. OQostzaan

17. Westzaan Labour region Weesp

18. Wormer

19. Wormerveer 48. Muiden

20. Zaandam 49. Nederhorst den Berg
21, Zaandijk 50. Weesp

Labour region Hoofddorp

22. Aalsmeer
23. Haarlemmermeer
24, Uithoorn Labour region Amsterdam

25. Amstelveen
26. Amsterdam
27. Diemen

28. Landsmeer
29. Ouder-Amstel



lMap 1.

The Southern part of North-Holland
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