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Foreword

After decades of war, Mozambique emergedras of the poorest countries in the world. The
countryside was riddled with mines and saddwith debt, highilliteracy and low life
expectancy. It caught the attention of the wanl 1992 when the two belligerent sides signed

a lasting peace agreement. It has continued to hold the attention because of its remarkable
recovery. Although growth declined in thesti years of the new millennium, partly due to
severe flooding, it remains posiivnonetheless. To some, Mozambique is an example of a
country locked in poverty; to others, it is a sign of hope.

It caught the attention of a group of researshat IIASA, dedicated to the scientific
analysis and better understanding of ttetationship between population change and
environmental factors, as @xample of a country where mucan be learned about these
relationships. The Mozambique study is oofethree African country studies, including
Botswana and Namibia, and is the sixth in a series of such studies undertaken at IIASA
(earlier studies include Mauritius, Cape Verde, and the Yucatan peninsula).

Many governments, organized as they areseparate ministries, try to tackle the
problem of development in a compartmentalized way. And indeed, there is strength in this
specialization. The real world, however, is rsgparated into distinct boxes; population,
development, and the enviroent are interwoven. These retatships become particularly
important in the long-term. Therefore, it imperative, when looking at a long planning
horizon, to regard the system as a wholdat is what the population-development-
environment studies at IIASA undertake.

IIASA was most fortunate to find excelleahd dedicated colleagues in Mozambique,
who work in the same, integrated manner. They actively participated in the formulation of the
study’s research questions, design of theukation model and the future scenarios. The
Instituto Nacional de Estatistica (INE) served as IIASA’s main partner and local coordinator.
The interaction produced valuable insights Mozambican scientists and policy makers.
Each paper in this report is a valuable contribution to the field, and together, they are an
interesting compilation on socio-demographic dynamics, development and natural resource
use in Mozambique, and constitute backgrovegsearch for a forthcoming scientific book
entitled AIDS, Education, and Sustainable Develepin The Story from Mozambiqusy
Annababette Wils and Mhaiel da Costa Gaspar.

Wolfgang Lutz
Leader, IIASA Population Project
July 2002
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INTRODUCTION
Annababette Wils

The papers in this report focus on one environmental and two major population-related
development challenges facing Mozambiqadaty: the HIV/AIDS epidemic, low education
levels among the labor force, and the provision of adequate water supplies. The health and skills
of the labor force are two significant determinants of how much and whatoduced by
individuals and in the country as a whole, utthg agricultural and industrial products and
services. Water is one of the most essential resources for basic economiagmahahuman

health. HIV/AIDS has emerged quite suddenly in recent years, and according to the most recent
estimate, the HIV prevalence rate among adults aged 15-49 is 13.5%. It is the leading cause of
death among young, able adults of working and parenting age. In 1999, 68,000 peopfe died o
AIDS.

The first paper, by Manuel da Costa Gaspar, gives a historical review of the general
demographic trends in Mozambique. It describes population growth, distribution, fertdity an
mortality, including AIDS from 1960-1997. There is very little reliable data available from this
period, as the author discusses, due to severe disturbances in the country including two long
wars and upheaval at the end of the colonial period. He does an admirable gastiog
together what information exisiato a comprehensive demographic review of the past four
decades in Mozambique.

In the second paper by Manuel da Costa Gaspar, he presents the multi-state population
model for HIV/AIDS and discusses nine future scenarios that focus mainly on HIV/AIDS
uncertainties and policy interventions. The scenarios include alternative assumptions about how
fast the epidemic will spread ithe absence of policy interventions. More importantly, they
include alternative assumptions about behavioral change and the administrationsofodrug
prolong the life of HIV/AIDS patients. Thecenarios clearly show the positive impact of
behavioral change to reduce new HIV infection rates.

Low levels of education are another challenge to development, mainly because
education imparts necessary skills to participate in any sector of a modernizing economy. A
history of colonial neglect and civil war left Mozambique with a poorly developed school
infrastructure and a 61% illiteracy rate among adults over 15, according to the 1997 population
census. Two papers look at education, one on school enrollment, and the second on the skilled
labor force.

The paper by Annababette Wils and Mand&|Costa Gaspar shows that children who
enter school before the age of 8 have much lower drop out rates than older entrants, and can
expect to finish almost 7 grades. Children warder school at older ages remain in school a
shorter time, from 2-5 grades, depending on tleeadgntry. The paper uses specially prepared



tabulations from the Ministry of Education and the 1997 population census, and an adapted
form of the cohort reconstruction method used by UNESCO to calculate expected years of
schooling.

Up to now, little was known about the skilled labor force in Mozambique, beyond basic
numbers such as how many people in the labor force have secondary and tertiatipreduc
degrees. The paper by Maimuna Ibraimo gives an invaluable description with unprecedented
details on the characteristics of the highlylledd labor force in Mozambique, including age,
sex, and location of employment, and suggests possible trends in a future with HIVIAIDS.
also estimates some of the direct coststhed small number of skilled workers to the
government. Finally, it presents seven scendnoghe future of the size of the skilled labor
force, and economic impacts thereof, particularly with regards to future losses from AIDS
deaths. The paper shows that even with AlID®, size of the skilled labor force will grow
appreciably in the next two decades because of recent and projected increases in school
enrollment.

Isolde Prommer looks at the agriculture sector, which is strongly affected by population
distribution and health, particularly deaths from AIDS. The paper provides an overview,
including factors that determine output, suchclsate, soil and terrain conditions, and labor
availability. It includes a detailed description of crop and livestock production by peoait
an analysis that explains the existing patterns. It looks at the uneven sex ratios in agriculture —
women are dominant — by province. The paper proposes that the effects of labor losses due to
AIDS might be similar to those experienced by farming systems with a shortage of male labo
It closes with a general framework for looking at the impact of HIV/AIDS on the agriculture
sector.

Mozambique is a country plagued by water problems. Regular, severe flooding and
drought affect large numbers of people. The irregular weather patterns compound the
difficulties of supplying sufficient water to urbaenters with weak hydrological infrastructure.
Climate change in the next decades witit improve matters. Molly Hellmuth, Kenneth
Strzepek and David Yates look at this important issue in the final paper and present in detail the
water model used for Mozambique, as well as the river basins and the hydrological balance it
reproduces. It is the most detailed and dynamic model of water balance in Mozambique today,
providing information per major basin on a monthly projection basis, and could doubtlessly find
application in other projects more specifically focused on water issues. The paper also presents
a case study of Maputo City, the country’s it@lpand economic center. With its present
infrastructure, the city is almost sure to experience severe water shortages within the next ten
years, mainly due to increased water demand from residential use and industry.

In addition to this report, the project has also produced a number of other publications
and a simulation model. The PDE simulation model for Mozambique was developed to make
future scenarios for the country. These scenarios allow policy makers to test policy measures
affecting HIV/AIDS, education, investment, antiny other leverage points. There were two
workshops held at IASA and one in Maputo @irtirresearchers and policy makers in the use of
the model. Today, the model is being usedhat Instituto Nacional de Estatistica to produce
population projections with AIDS. The model is available free of charge from lI&848b site
(www.iiasa.ac.at/Research/POP/pde/




A summary of the project’s main findings and policy recommendations waislpedbin
the Executive Report “Mozambique’s Future: Modeling Population and Sustainable
Development Challenges” (also available on the IIASA Web site). A major book with more
detailed findings, tentatively titledIDS, Education, and Sustainable Development: The Story
from Mozambiqueis currently being drafted by Annababette Wils and Manuel da Costa
Gaspar. Finally, study results have been presented at multiple international conferences and a
number of journal articles are under review or in preparation.

! For more information about any of these outputs, please contact Manuel da Esiséa (§aspar@ine.gov.mz),
Annababette Wils (awils@tellus.org), or Isolde Prommer (prommer@diesit).






POPULATION SIZE, DISTRIBUTION, AND MORTALITY IN
MOZAMBIQUE, 1960-1997

Manuel da Costa Gaspar

Introduction

We can only understand Mozambique’s population dynamics in the context of history,
including the colonial era, three decades of war (1964-1992), and the vast transformations that
have taken place since independence in 1975. The effects of the past events are reflected in a
low level of development, even when compavéth other East-African countries, with high
mortality, fertility, and illiteracy rates. According to the results of the Second General
Population Census in 1997 (Instituto NacionaEs¢atistica 1999), for example, adult illiteracy

and infant mortality were among the highest rates in the world, 61% and 146 per 1,000 live
births, respectively. The country also has ofighe world’s lowest population densities: 20
inhabitants per square kilometer.

Another example of the influence of histoon demographic changes can be seen in
migration flows. The refugee movements caused by the armed conflicts have had a profound
effect on the process of urbanization; population growth rates and other demographic
characteristics. The 16 years of civil strife in Mozambique caused an estimated 4.7 million
internal and external refugees. Between 1993 and 1995, 1.7 million refugees returned from
abroad, and 3 million internally displaced peomtirned home, most of them to central areas
of the country. The majority of refugedsom abroad came from Malawi (75%), from
Zimbabwe (14.5%), and the remaining 10% from South Africa, Tanzania, Zambia, and
Swaziland. All of these countries have very high HIV infection rates and commercial sex is
common, and return migration might have dnvthe HIV infection rate up in Mozambique.
Today, the HIV prevalence among adults is estimated to be 16%.

Given the low population density and an abundance of unused arable land, the main
concern for Mozambique today, with regard to demographic processes, is not population size
density. Much more, demographic problems relate to the very young age structure of the
population: high levels of fertility and mortality especially among thena poorest; as well
as the uneven geographical distribution of pe6pgibout 45% of all Mozambicans are younger
than 15 years old; in other words, the youth dependency ratio is high. The socioeconomic
implications of this situation with regards teethvailability of medical and educational services
will be discussed below. The total fertility rate is 5.9 and life expectancy is 42 years at birth,

2 This stance is reflected in the National Population Policy recently approvae ggvernment.



which puts Mozambique among the countries with the highest fentdigs and lowest life
expectancy in the world.

Finally, about 70% of the population resideshe rural areas in scattered settlements,
which makes it more difficult to provide basic Sees such as education, electricity, and clean
water. Partly as a result, in the rural areasattiess to basic services is very limited; 72% of
the population is illiterate; 96% of the houses do not have electricity and 92% dvegied
water. This low level of development in the rural areas could be conducive to a largd flow o
migrants to the cities, as well as contimyihigh levels of fertility and mortality.

This paper is an attempt to reconstruct four decades of demographic development in
Mozambique, from 1960 to 1997. The basic sources of data are the population censuses of
1960, 1970 and 1980 and in particular the census of 1997, as well as the 1997 Demographic and
Health Survey.

Source and Quality of Data

In Mozambique, the main source of data on the size, growth rate, and distribution of the
population are the population censuses. These sources are sometimes complemented by
demographic and health surveys. Data from civil registration sources are not considered
adequate for a complete demographic anabstause of limited coverage and poor quality.

In spite of a long tradition of population counting, there is no coherent saries
population censuses. The first population cemsgsirred in 1928. From this first census, until
1960, blacks and whites were counted in separate years. The regulation of the Statistical Office
approved in December 1924 foresaw two sets of census counts. In years ending with O, only
those who wer@on-indigenousvould be counted, and years ending with 5 would concern the
indigenouspopulation. With regards to thedigenouspopulation, one official, Santos Junior,
said that the high levels of illiteracy, the extraordinary dispersion, and the inaccessibility of
many areas rendered the results for thoseusersunts highly dubious. Another official,
Tenente M.A. Costa (1929), gave various exasmf possible under-counting even in those
places that were accessible. For example:

- How many women live in this house?

- Three, responds the inhabitant.

- But | see four!

- Yes, but that woman does not count; she is my mother.

The same question in another household:

- How many women live in this house?
- Five.

- But | have seen six!

- One of them is my brother-in-law.

Another example:

- How many children do you have?

- Four.

- Butl see five...

- Oh, the little one is not a person; he is a baby.



From 1970 on, the whole population, black and white, was counted together. However,
the lack of interest in the black populatiorves| as the war of independence resulted in a very
low coverage in that census. It is estimated that the 1960 and 1970 census courmtsgbryit r
13% of the population.

During the post-colonial period, two census counts were taken, in 1980 and 1997, each
with high coverage (96.2% and 94.9%, respectively). A Demographic and Health Survey was
also conducted in 1997 with the objectivecofiecting information about women'’s reproductive
behavior, contraception and health practices. The response rate of the survey was higher than
95%.

Another problem with long time series isaththe spatial units of the country have
changed. The political-administrative boundaries differ from one census to the next. For
example, between the 1960 and the 1970 censuses, the country was divided into 9 provinces
with 88 conselhosand 100 districts. After independence, the country was reorganized. The
district of Sofala-Manica was divided into two provinces, Sofala and Manica. The city of
Lourenco Marques (called Maputo City today) was separated out as a province of its®wn, du
to its economic and demographic importance and distinctiveness. After these changes, the 1980
census referred to 11 provinces (including Maputo City) and 106 districts. The search for an
administrative division that would facilitate socioeconomic development led the government to
make a further change in 1986. In that year, basically three districts that were formerly part of
Maputo City were transferred to Maputo Provindéer this and other small changes, the 1997
census counted 11 provinces and 133 distfiacluding 4 districts in Maputo City).

The situation described above limits thesgibilities for a comparative analysis over
time. However, we do provide a national analysisd with reservations, an analysis on the
provincial level. We exclude the district level. The district and provincial changes between
1960, 1970, 1980 and 1997, as well as the population by district for each of the fusesen
are given in the Appendix and Appendix Tables A and B.

History of Population Size

Mozambique was the TJargest African country in terms of population size in 1997, largely
due to the expansive territory of the country (380, square kilometers). Population density in

the country is one of the lowest in Africa. In 1997, it barely exceeded 20 persons per square
kilometer.

In the early days of Portuguese colonialism, the most lucrative trade was slavery. Slave
trade continued until the middle of the™&entury. For more than three centuries, thousands of
Mozambicans were sold abroad. The demogramioinsequences are probably still visible
today. Although we do not know exact numbers, estimates for 1780-1800 inditatere
10,000 and 15,000 persons were sold annually. From 1800-1850 the number incraased to
25,000 per year. Together, these numbers suggest that about 1.5 million people were forced to
leave the country between 1780 and 1850. Numbers on total population if"tbent9ry do
not exist, but in the early part of the"2€entury, there were barely 4 million indigenous people
in Mozambique (1928 census; Mitchell 1995). The implication is that the numbers of slaves
exported in the preceding century were a sigaificportion of the popation, and more often
than not the young and the healthy.



Slavery had other repercussions as well. It significantly reduced the productive capacity
of farmers. Additionally, farmers’ food security was reduced through forcétvation of
commercial crops — cotton, cocoa and peanuts.

Parallel to the slave trade, and as a resfilthe relatively low capitalization of the
Portuguese colony, men went to work abroad as laborers, in particular in Southern Rhodesia
(now Zimbabwe) and South Africa. Wages in Rhodesia and South Africa were higher than in
Mozambique and the working conditions were bettdrich resulted in considerable migration.

The data on labor migration are rare and not complete because of the nature of the
migration. Most laborers to South Africa were recruited legally, through official agautts,
most of the laborers to Rhodesia went illegdllys clear that there was considerable interest on
the part of the employers to recruit clandestator, as illegal workers can be paid lower wages
and set in worse conditions.

Over the course of the years, various agreements were signed with South Africa and
Rhodesia regarding Mozambican workers. The first accord was between Portugal and Rhodesia
in 1913. The terms of the accord foresaw the recruitment of a maximum of 15,000 workers from
Tete. The growth of the Rhodesian economy during World War Il was reflected in arséncrea
in the number of Mozambicans working there. It is estimated that by 1947, approximately
200,000 Mozambicans were under contract for Rhodesian companies, including the 15,000
workers from Tete (Adamo et al. 1981). With regards to workers in South Africa, the Center of
African Studies in the Eduardo Mondlane University provides the following figures330,8
workers to South Africa in 1913; 96,300 in 1946; 106,500 in 1951; and 113,300 in 1970
(Adamo et al. 1981). For various reasons, the number of Mozambicans working in the mines of
South Africa has declined recently. In 1999, it was estimated that the number was 73,097.

This long process of emigrant labor and slave exportation implies that marital unions
were temporarily or permanently disruptedsuling in an inevitald decline in fertility.
Furthermore, some of those who went abroad and returned brought with them diseases that
diffused to the rest of the population (Sequeira 1934).

Besides the mortality, which was directly linked to diseases, there was a prolonged
period of drought from 1794-1802 in southern Africa, which resulted in rddficed
production and many deaths. The effect of al fdctors mentioned above is still visible in the
distribution and low density of the population today.

Distribution, Growth, and Density, 1960-1997

As mentioned above, the census counts from 1960, 1970, 1980 and 1997 have different levels of
sub-enumeration. In order to make the censuses comparable and to analyze the evolution of
population growth, the Instituto Nacional de Estatistica decided to adjust the popctatits

using various techniques and procedures, the discussion of which is outside the scope of this
paper. The adjustments were bgxqb to the total national popuian for all four census counts,

and at the provincial level for the 1980 and 188iisuses. The adjusted population by district is
available from the author upon request.

Before we begin with the demographic aséd, it is important to explain that in
Mozambique, as in many other countries, publications concerning census counts contain two



population sums: the nominally-counted population and the adjusted population, whedscorr
for omissions in the census count. Table 1 shows nominal and adjusted population.

Table 1. Adjusted and nominal populationMimzambique, census counts 1960-1997. Sources:
Gaspar (1989); Instituto Nacional de Estatistica (1999).

Date of census Population (millions) Omission rate (%)
Nominal Adjusted

September 15, 1960 6 603.7 7 595.3 13.3

September 15, 1970 8 168.9 9 407.7 13.4

August 1, 1980 11 673.7 12 130.0 3.8

August 1, 1997 15 278.3 16 099.3 5.1

The nominal population in 1960 and 1970 was 6,603,652 and 8,168,933 people,
respectively. These results are quite far from the actual population number, because many areas
of the country were not covered. The quality of the 1960 data was comprdoyigembple’s
reluctance to participate in the census. The objectives of the census counts were associated with
officials looking for forced labor and taxes, so people were hardly medivatbe counted. In
1970, in addition to these factors, the war of independence made it difficult to reach everyone.

In both cases, the quality of the data is deficient due the people’s reluctance to
participate in the census. Oretbther hand, the method used during the data collection allowed
some degree of miscount. In fact, in some areas the population was concentrated for the
enumeration. For these reasons, the nominal population count needs to be adjusted.nd 1960 a
1970, the adjustment factor was 13%. For the 1980 and 1997 censuses, which have a much
lower degree of omission, the counts also needggtatent. In the rest of this analysis, we will
use the adjusted population whenever possible.

Although it is difficult to give precise numbers concerning population fyr taime
before 1980, we can identify a few general, consistent tendencies. Between 1960 atite1997,
population size more than doubled from 7.6 to 16.1 million, which corresponds to an average
annual growth rate of 2%. The growth rate was not constant throughout the period1960-
1970, average population growth was 2.2%; it increased slightly to 2.5% annually ffém 19
1980; and was lower (1.6%) from 1980-1997 (see Table 2). The atypical pattern iméhis t
series, particularly with regard to the last interval, reflects the socioeconomic and political
history of the country. In effect, the low population growth rate from 1980-1997 is directly
related to the civil war and elevated mortalityidg that time, as well as emigration which was
not compensated by returns after the Peace Agmee(instituto Nacional de Estatistica et al.
1998). It also results from a slight decline in fertility during that period.

Table 2 also shows the evolution of population density, which reflects the trends
described above and is characterized by a gradual increase from 9.5 inhabitants per square
kilometer in 1960, to 11.8 in 1970, 15.2 in 1980 and 20.1 in 1997. The population density of
Mozambique is similar to that of Botswana, (26.3) and Namibia (18.7), but is very low
compared to the majority of African counsién 1995, where the highest population density
rates were around 68 inhabitants per square kilometer in Lesotho and 83 in Malawi.



Table 2. Adjusted population size at the time of the censuses in 1960, 1970, 1980, and 1997.
Average annual population growth rate in census interval preceding census, density at time of
census.

Year Population Growthrate Density
(millions) (%) (hab/knf)
1960 7,595.3 - 9.5
1970 9,407.7 2.2 11.8
1980 12,130.0 2.5 15.2
1997 16,099.3 1.7 20.1

Heterogeneity Between Provinces

Before proceeding, we should clarify that thembers in this section refer to the nominal
population for 1960 and 1970, and to the adjusted population for 1980 and 1997. Also, the
administrative units were not constant during the whole period. As mentioned aboveéinaéthe

of the 1960 and 1970 censuses, the country consisted of 9 provinces. In 1975 Manica-Sofala
was split into two provinces, Manica and Sofaad Maputo was split into Maputo Province

and Maputo City. Therefore, the 1980 and 1997 censuses count 11 provinces. In this context,
the data have been split into two groups, 1960 and 1970, and 1980 and 1997.

As we can see from Figure 1 and Table 3, neither the distribution nor the growth rates of
the population are uniform. In Figure 1, theoyinces have been split into three groups of
growth rates: high growth above 2% annually; medium growth of 1-2%; and low gubVetts
than 1% annually. Manica and Sofala are included in the 1960-1970 period as one province,
which splits into two entities. Similarly, Mapu Province of 1960-1970 splits into Maputo
Province and Maputo City of 1980-1997. We should note that there was a further reorganization
of Maputo Province and Maputo City in 1986, which consisted of the return of Matola district
to Maputo Province. The classification cannot reflect the exact growth rates of all provinces due
to the high rates of omission in 1960 and 1970.

In the period from 1960 to 1997, there were shifts in the rate of population growth as
well as in the hierarchy of provinces. In the period 1960-1970, Maputo Province, Inhambane
and Zambézia experienced high rates of growth, but all three had medium levels of growth from
1980-1997. In contrast, Cabo Delgado, Niassa, and Tete, which all had low ipopgtatvth
rates from 1960-1970, had shifted to high growth rates by 1980-1997. The provinces of Cabo
Delgado, Niassa and Tete were all strongly affected by the war of independence. This suggests
that the abrupt shift from low growth areas in the 1960s to high growth areas inititelj980-

1997 is due to a shift in census coverage as well as a reduction of mortality.

The case of Maputo Province and Maputo City is complicated by the fact that in 1986,
Maputo City lost three districts to Maputo Province. These three districts basically comprise the
city of Matola, which in 1997 had 425,000 inhabitants. An estimate of the population growth in
the previous area of Maputo City would include Matola. In 1980, Maputo City had 739,000
inhabitants including people living in the distdadhat presently comprise Matola City. In 1997,
there were 967,000 inhabitants in Maputo City and 425,000 in Matola City, a total of 1.391
million. The average annual population growth rate from 1980 to 1997 in the area comprising
Maputoand Matola Cities was 6.3%.
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Figure 1. Groupings of population growth rates by province and shifts of gratethfrom the
period 1960-1970 to 1980-1997.

1960 - 1970 1980 - 1997

Manica
Niassa

Tete

Cabo Delgado

Rapid population growth Maputo Provinci
(2% or more) Inhamban

Zambézi

Moderate population growth Nampul Nampula

(1-2%) Gaz Sofala
Zambézia
Maputo Provincia
Inhambane

Slow population growth Cabo Dg£lgad Gaza
(less than 1%) Niass

Table 3. Population and population growth rate, by provinces, 1960-1997.

Population (millions) Growth rate (%)
Provinces 1960 1970 1980 1997 1960-70 1980-97
Total 6,603.7 8,169.0 12,130.0  16,099.2 2.2 1.7
Niassa 281.1 285.3 514.1 798.3 0.2 2.6
Cabo Delgado 548.6 546.1 940.0 1,361.7 -0.1 2.2
Nampula 1,452.4 1,716.5 2,402.7 3,139.3 1.7 1.6
Zambézia 1,368.7 1,747.9 2,500.2 3,060.5 2.5 1.2
Tete 471.4 488.7 831.0 1,211.0 0.4 2.2
Manica 779.8 1,079.7 641.2 1,026.8 3.3 2.8
Sofald (a) (a) 1,065.2 1.354.1 (a) 1.4
Inhambane 583.1 748.6 997.6 1,186.6 2.5 1.0
Gaza 681.7 756.7 990.9 1,120.8 1.1 0.7
Maputo Province 436.9 799.5 695.1 841.5 6.2 1.1
Maputo Cidade (@) (@) 552.0 998.6 (@) 3.6

(a) Did not exist as an independent province at the time of the 1960 and 1970 censuses.
(b) Refers to the area of what is presently Manica and Sofala provinces in 1960 and 1970
(c) Refers to the area of what is presently Maputo Province and Maputo City in 1960 and 1970.
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Figure 2. Population distribution in Mozambique, 1997 census data. Source
Instituto Nacional de Estatistica using data from the 1997 population census.
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In the area of Maputo Province excluding Matola City, the populatemiinedfrom
501,000 in 1980 to 382,000 in 1997, an average annual population loss of 2.7%. This high rate
of population attrition is most certainly due migration to Maputo City and to foreign
countries. The population decline in this periodésompanied by a significant drop in the male
to female sex ratio in the ages above 15 (selice de masculinidadby province in the
webpagevww.ine.gov.ma.

Although shifts occurred in the populatiagrowth rates, in general, the rank of
provinces with regards to population density remained stable during the whole ped687,
the provinces in order of density were: Maputo City (3,329 persons per squaretdi)ome
Nampula (38.5), Maputo Province (32.3), Zambézia (28.9), Sofala (19.9), Ga2xy (Uete
(12.0), and Niassa (6.2). Of the larger entities, the provinces of Nampula and Zambézia, located
along the coast (see Figure 2) were and remain the most densely populated provincial regions
by far. In 1997, 39% of the population lived in these two provinces alone. Howleser were
pockets of higher population density along the Zambezi river in Manica and,Sbé&alaorder
to Malawi in Tete, and the coastal regions of Inhambane and Gaza.

It should be noted that the distribution of the population is partly rooted in the colonial
period when the region was incorporated into the global economy. This integration implied
socioeconomic and political changes as well af$ssim the demographic mosaic of the country
as migrants flowed to regions where the monetary economy was stronger. The result of this flux
is seen in the concentration of people in talasities and in coastal regions where products
were grown and processed for the Western markets.

The concentration of people along the coast could be a result of the Portuguese interest
to occupy strategic points to maintain themtional interests in Africa. We only need to
remember that during the conference of Berlin, Portugal’'s stated interest to create a belt of
colonies from Angola to Mozambique conflictedth England’s aspirations to unite Africa
under its flag from Egypt to the Cape. The Berlin Conference imposed more modest borders on
both countries. During this conference the gpie of the right of occupation, which maintains
that a country has the right to the territory that it can defend, was given precedence over
historical rights to a region emanating from discovery. The concentration of the tpmpula
along the coast appears to have been an attempt to ward off coastal attacks.

Mortality and Life Expectancy, 1960-1997

As in most developing countries, the nadity estimates for Mozambique are based on
population censuses and demographic and health surveys. The system of civil registration
covers only a small portion of the country and the data collected are of limited interest to
demographic studies.

During the period of our analysis (1960-1997) there were four censuses and two
demographic and health surveys (1991 and 1997). The censuses include systeniatitsques
which allow us to estimate mortality usingdirect estimation techniques. As with other
information, the data concerning mortality contain irregularities, which vary over time.

There were some modifications to the ceruisstionnaires over time that compromise
the comparability of the data over time. In the censuses from 1940 to 1970 #sen® direct
reference to deaths. The questions referring to children were formulated as follows: “How many

13



children have you had?” and “How many children have survived to today?” k®étecensus,

the former question erroneously included stillbirtéasgd so the results concerning children ever

born and children surviving were not published. In the 1980 census, the latteormywess

changed to: “How many of your children have died?” which created some negstote®ns

because of the reference to deceased persons. This problem was corrected in the 1997 census
and the two demographic and health surveys.

This paper does not include the mortalgstimates from the 1991 demographic and
health survey because the results are very biased due to the ongoing civil war. The results of
that survey do not reflect the situation in the country as a whole, and exclude theitioaly c
war-affected regions.

The estimates for the crude death rate ancelfgectancy at birth, using the census data
are shown in Table 4 and Figure 3. It is clear that the mortality trends reflect the long periods of
war and the adverse climate conditions that prevailed over the past four decades. The levels of
mortality are consistently high, and corresponding life expectancy is low.

Table 4. Estimates of the crude death rate, infant mortality rate, and life expenctancy at the time
of censuses from 1960-1997, both sexes. Sources: Unidade de Populagéo e Planificacdo (1993);
Instituto Nacional de Estatistica (1999).

Indicator 1960 1970 1980 1997
Crude death rate (per thousand) 31.9 25.7 20.5 21.2
Infant mortality rate (per thousand births) 231.0 193.0 156.1 145.7
Life expectancy at birth (in years) 33.8 38.7 435 42.3

Figure 3. Estimates of the crude death rate, infant mortality rate, at the time of censuses from
1960-1997, both sexes. Sources: Unidade de Populacdo e Planificagdo (1993); Instituto
Nacional de Estatistica (1999).
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The crude death rate declined from 32 per 1,000 inhabitants in 1960 to 21 in the final
period. Life expectancy was 34 in 1960 and increased to 42 in 1997, whicmalest
achievement over 37 years. Neither trend — the decline of the crude death rate nor the rise in life
expectancy — was constant over the whole period. During the war of independenae awidl th
war there were periods during which mortality increased, as we shall see below.
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With regard to infant mortality, the 1997 census results indicate that 146 infants died
before their first birthday, out of every 1,000 births. According to the DemographiceaithH
Survey of the same year, the number was ¥f&ording to the UNICEF report on infant
mortality for the year 2000, Mozambique a@nong the countries with the highest infant
mortality rate, followed only by Sierra Leone (182), Angola (170), Niger (1966), Aigthan
(165) and Liberia (157).

Two types of information on infant mortality are the censuses and the Demographic
Health Surveys. The data from these sources indicate the tsanas for infant mortality,
although the infant mortality rate calculatedh the census is about 10-15 percent higher.

The Demographic and Health Survey of 1997 included retrospective questions on
fertility and infant mortality. With regards to infant mortality, the Survey collected information
on births from every woman aged 15-49, specifically, the number of children born, and the
number died, and the age at which the child died. This information allows us to estimate neo-
natal, infant, and under 5 mortality over 25 years. These estimates, together with the census
estimates from 1960-1997, are shown in Table 5.

Compared to general mortgijtinfant mortality is very responsive to health and
development programs. In the late colonial period of economic growth, from 1960-1970, infan
mortality fell from 231 to 193. During the eanyears of independence, the government initiated
various programs related to education and heditlthe area of health, for example, national
vaccination campaigns were introduced in 1976, along with regular programs to combat
infectious diseases and to promote infant and maternal health. As a result, infaditymort
dropped from around 175 at independence to 156 in 1980. It should be noted that the decline in
infant mortality during these five years occurred in a period when the gross doprestict
dropped sharply and therefore must have b&egely attributable to social programs.
Unfortunately, the mortality decline was interrupted in later years by the growing armed
struggle and other adverse factors.

Estimates of infant mortality trends during the 1980-1997 intercensal period argedive
and sometimes contradictory, partly becauseersus was possible in 1990 due to the war. The
National Demographic Survey conducted in 1991 was compromised by limited coverage in
insecure areas, so its results do not necessarily reflect trends in the whole country. As a result,
the only source of data concerning mortalityhirs period is the retrospective information from
the 1997 Demographic and Health Survey. Table 5 shows the estimates of infant mortality in
five-year periods from 1972 to 1997 using the DHS data.

Table 5. Youth mortality rates, infant mortality rates, and combined youth and infant mortality
rates for the period 1960-1997. Sources: Unidade de Populagéo e Planificacido (1993); Instituto
Nacional de Estatistica (1999); InstitiNacional de Estatistica et al. (1998).

1960 1970 1972- 1980 1977- 1982- 1987- 1992- 1997

Indicator (per thousand) 1977 1982 1987 1992 1997

Infant mortality rate (census 231 193 156 146
counts) (per thousand)

Infant mortality rate (DHS 1997) 164 133 136 161 135

(per thousand deaths)

Infant and youth mortality rate 250 195 204 238 201

(DHS 1997) (per thousand)
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The infant and under-5 mortality trends that emerge from the DHS are consistent with
what we know about the socioeconomic situation in Mozambique. In Figure 4 we note three
distinct periods. The first period, from 1972-77 to 1977-82, which includes the first gka
independence, shows a decline in mortality assalt of the new health policies introduced by
the government, including free services, hosgitéion and medical consultations. This positive
tendency was reversed in the second period from 1982-87 to 1987-92, which includes the most
devastating years of the war and corresponds to a few other climate disasters, which raised
mortality and lowered the welfare of the peofBg.the end of this period, infant and under-5
mortality levels had returned to their 1972~&lues. During the third period, which includes
the five-year period 1992-97, mortality declines once more, followirg General Peace
Agreement in 1992, and the return of a stabldipal situation, national reconstruction, return
of the refugee population to their homes, and the new development programs. It is to be hoped,
with continued peace, that the recent trend willtiore, so that after 25 years of stagnation, the
mortality rates in Mozambique might begin a sustained decline.

Figure 4. Infant and infant plus youth mortality rate, 1972-1997. Source: Demograpghic a
Health Survey 1997.
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However, the future of mortality and life expectancy is uncertain due to the expansion of
the HIV/AIDS epidemic. Accordingo the data available, the HIV infection rate among adults
aged 15-49 was 16% in 2000. The rise in HIV/AIDS, especially among yoduits aand
women, constitutes one of the primary preoccupations of the government today. Of the people
who were infected in 2000, it is estimated that 71.9% of the AIDS cases and 84.3% of HIV was
in the age group 15-49. Unprotected heterosexual relations are the primary cause of HIV
transmission in Mozambique. Prevalence is higher among men in the age group2Calamce
is higher among women in the age group 15-19, which indicates that young womencaee infe
through relationships with men older than thgy.2000, it was estimated that 340,000 children
were AIDS orphans and 162,000 orphans from other causes of death. If there is no intervention,
the epidemic, in which the sexually-active p@tign is affected, is likely to expand.
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The infection of HIV has spread rapidly since the 1980s, as shown in Figure 5. There are
two lines in the figure, the higher gray one based on estimates from 1999, and the lower black
one revised as new data was collected from a langerber of sentinel sites in late 2001. HIV
prevalence increased drastically in the 1990s when, following the Peace Agreement, refugees
and internally-displaced people returned to their homes. The majority of infections occur in
areas of the country where there was a massive influx of refugees following the Peace
Agreement. It is estimated that the war resuitedl.7 million refugees outside the country, and
that one-third of the population was internally displaced. After the signing of the Peace
Agreement in 1992, there was a massive return of refugees from neighboring cauingries
the levels of HIV/AIDS were much higherah in Mozambique. The majority of refugees
returned from Malawi (75%), from Zimbabwe (14.5%), and the remaining 10% from South
Africa, Tanzania, Zambia, and Swaziland. All of these countries have very higinféidion
rates and commercial sex is common. Around &8%hese refugees returned to the center of
the country; 12% to the north, and 5% to the southern provinces. The HIV infection rate is
presently highest in the central provinces.

As the Strategic Plan to Combat Sexually Transmitted Diseases, which was approved by
the government in 2000, states, this situation requires the adoption of urgent popular measures
of education and advocacy to reduce poverty, increase prevention.

Figure 5. Estimated HIV prevalence rates among adults aged 15-49 from 1985-2001.
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Conclusions

In Mozambique, the question of demography constitutes an important aspeulicf
formulation and social and economic prograifise economic structures adopted in the past
few decades, as well as various development strategies and political factors, influenced the
structure of the population, at the national as well as the provincial level. As a result, most of
the population is concentrat@dthe coastal regions and cities, and Mozambique has one of the
highest levels of fertility, mortdl, and illiteracy in the world.
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In this agricultural country, high levels of fertility and mortality result in a young
population pyramid, which will remain for some time. The age structure, high levigdiloty
and mortality especially among the poor, and the variability in population distribution are a
significant preoccupation of the government. Additionally, HIV/AIDS poses a real policy issue.
The HIV prevalence rate in Mozambique is tekly low compared to neighboring countries
because of two factors: the socialist poftiduring the period immediately following
independence and the armed conflict which laated 1992. Also, the fact that commercial sex
was illegal and that population movement was retetli contributed to the late initialization of
the epidemic.

The policy shift in 1987 to a market economy, as well as the Peace Agreement in 1992
ending the civil war, both created conditions which were favorable not only for stability within
the country, but also for sexual behavior which resulted in the rise of HIV pregalanorder
for the prevalence rate of HIV in Mozambique to remain lower than in neighboringriesun
remedies are needed to limit the expansion of the epidemic.
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APPENDIX. DIVISAO POLITICO-ADMINISTRATIVA NOS CENSOS

REALIZADOS DE 1960 a 1997.

RECENSEAMENTO DA POPULACAO DE 1960

A diviséo politico-administrativa usada no Censo de 1960 sofreu algumas alterag@éscéo

a do recenseamento de 1955. Assim:

No entdo Distrito de Lourenco Marques foi criado o Concelho da Matola e a

Circunscricdo da Namaacha

Em de Gaza foi criado o Concelho do Baixo Limpopo

No Distrito de Manica e Sofala foi criado o Concelho do Dondo

No Distrito de Tete foram criadas as Circunscricoes de Magoe e Moatize.

No Distrito de Mocambique (Nampula) foram criadas as Circunscricbes de Monapo e

Murrupula.

Portanto, a divisdo politico-administrativa ergor na altura do recenseamento era seguinte:

Distrito de Lourengco Marques
Concelho

LourencoMarques

Manhica

Matola

Circunscrigdes:

Maputo

Marracuene

Namaacha

Sabie

Distrito de Inhambane
Concelhos
Inhambane
Circunscricoes
Govuro
Homoine
Inharrime
Massinga
Morrumbene
Panda
Vilanculos
Zavaa

Distrito de Gaza
Concelho:
Gaza
Baixd.impopo
Bilene
Chibuto
Muchopes
Circunscricoes
Guija
Limpopo
Magude

Distrito de Manica e Sofala

Concelhos
Beira

Chimoio
Dondo
Manica

Circunscrigdes:
Barue

Buzi

Chemba
Cheringoma
Gorongosa
Marromeu
Mossurize

Sna

Sfaa
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Distrito de Tete
Concelho

Tete
Circunscricoes
Angonia
Macanga
Maguée
Maravia
Moatize
Mutarara
Zumbo

Distrito da Zambézia
Concelhos
Quelimane
Chinde

Mocuba
Circunscricoes
Alto Mol6cué
Gurué

lle

Lugela
Maganja da Costa
Milange
Mopeia
Morrumba a
Namacurra
Namarroi
Rebane

Distrito de Mo¢cambique (Nampula)

Concelhos
Nampula
Mocambique
AnténioEnes
Circunscrigdes:
Erati

Imala
Malema
Meconta
Memba
Mogincual

Distrito de Cabo Delgado
Concelhos

Porto Amélia

Ibo
MocimboadaPraia
Montepuez
Circunscrigdes:
Macomia
Macondes

Mecufi

Palma

Quissanga

Mogovolas
Moma
Monapo
Mossuril
Murrupula
Nacala
Rbéué

Distrito do Niassa
Concelho
Vila Cabral
Circunscrigdes:
Amaramba
Maniamba
Marrupa
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RECENSEAMENTO DA POPULACAO DE 1970

A divisdo politico-administrativa usada no Censo de 1970 sofreu algumas aleracéeacao
a do recenseamento de 1960. Assim:

A circunscricdo de Magude no Distrito de Gaza integrou-se no Distrito de Lourencgo
Marques como Concelho.

A circunscricdo do Guija (Distrito de Gaza) passou a denominar-se Canicado.

No Distrito de Inhambane foi criado o Concelho de Maxixe.

Foi criado o Concelho de Caia no Distrito de Manica e Sofala.

No Distrito de Tete foi criada a Circunscricdo de Bene.

No Distrito de Mogambique foi criada a Circunscricdo de Nacala-a-Velha e foi extinta a
Circunscricdo de Imala.

No Distrito do Niassa foram criadas as Circunscricdes de: Lago, Mandimba, Maua,
Mecula, Sanga e Valadim e foi extinta a Circunscricdo de Maniamba.

Divisdo Administrativa em vigor na altura do recenseamento

Distrito de Lourenco Marques Distrito de Gaza

Concelhos Concelhos:
LourencoMarques Gaza
Magude Baixd.impopo
Manhica Bilene
Maputo Canicado
Marracuene ChibutoMuchopes
Matola Limpopo
Namaacha Muchopes
Sabié
Distrito de Inhambane Distrito de Manica e Sofala
Concelhos Concelhos
Inhambane Beira
Homoine Barue
Massinga Buzi
Maxixe Caia
Morrumbene Cheringoma
Vilanculos Chimoio
Circunscrigdes: Dondo
Govuro Manica
Inharrime Marromeu
Panda QArcunscrigdes:
Zavaa Chemba
(orongoza
Mossurize
Mungari
Sfaa
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Distrito de Tete Distrito da Zambézia

Concelhos Concelhos Circunscrigdes:
Tete Quelimane Gilé
Angonia AltoMol6cue lle

Macanga Chinde Lugela
Moatize Gurue Mopeia
Mutarara MaganjdaCosta  Morrumbala
Circunscrigdes: Milange Namarroi
Bene Mocuba Pebane
Méagoe Namacurra

Maravia

Zumbo

Distrito de Mocambique (Nampula)

Concelhos
Nampula
AnténioEnes
Erati
Fernaoveloso
Meconta
Mocambique
Moma
Monapo
Mossuril
Ribaue

Distrito de Cabo Delgado
Concelhos

Porto Amélia

Ibo

Macomia
MocimboadaPraia
Montepuez
Circunscrigdes:
Macondes

Mecfi

Namuno

Palma

Quissanga

Circunscricdes:
Malema
Mecuburi
Memba
Mogincual
Mogovolas
Muecate
Murrupula
Nacala-a-Velha

Distrito do Niassa
Concelhos
Vila Cabral
Amaramba
Circunscrigdes:
Lago
Mandimba
Marrupa

Mala
Mecula

Sanga
Valadim
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RECENSEAMENTO DA POPULACAO DE 1980

Com o alcance da Independéncia Nacional em 1975 a divisdo politico-administrativa sdfesu m
alteracbes. A designacdo anterior de Concelho ou Circunscricdo passou para Distrito, o Distrito para
Provincia.

A grande alteracdo da divisdo politico-administrativa foi o degmemento do antigo distrito de

Manica e Sofala que passou separadamente a Provincia de Manica e Provincia de Sofala. O antigo
Distrito de Lourenco Marques também desmembrou-se e grande parte da sua area passou a constituir a
Provincia de Maputo.

As alteracBes havidas foram as seguintes:
Provincia do Niassa

- Amaramba passou a chamar-se Cuamba.
- Vila Cabral passou a designar-se Lichinga.
- Valadim passou a chamar-se Mavago.

Foram criados os seguintes distritos de: Majune e Mecanhelas.
Provincia de Cabo Delgado

- Macondes passou a chamar-se Mueda.
- Porto Amélia passou a chamar-se Ancuabe.

Foram criados os seguintes distritos de: Chilre, Meluco, e Pemba Cidade e Pemba Metuge.
Provincia de Nampula

- Anténio Enes passou a chamar-se Angoche.
- Ferndo Veloso passou a chamar-se Nacala (cidade).

Foi criado o distrito de: Maiaia.
Provincia da Zambézia

Esta Provincia ndo sofreu quase nenhuma alteracdo a ndao ser a divisdo de Quelimane Cidade e
Quelimane distrito.

Provincia de Tete

- Bene passou a chamar-se Chidta.
- Foram criados 2 novos Distritos: Changara e Cahora Bassa.

Provincia de Manica

Esta Provincia separou-se da de Manica e Sofala e passou a ser constituida pelos seguioges Distri
Barué, Tambara (novo), Chimoio Manica Mossurize, Guro (antes chamava-se Mungari) e Sussundenga
(novo).

Provincia de Sofala

Esta provincia passou a ser integrado pelos seguintes Distritos: Beira, Buzi, Caia Cherzride
Chibabava (novo distrito), Dondo, Gorongosa e Marromeu.

Provincia de Inhambane

Esta Provincia a Unica alteracdo foi a integracéo de Maxixe na Ciddaleambane.
Provincia de Gaza

- Baixo Provincia de Maputo Limpopo passou a chamar-se Chokwe.
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- Limpopo passou a chamar-se Chicualacuala.
- Muchopes passou a chamar-se Manjacaze.

Foi criado o distrito de: Massingir.

Antigo distrito de Lourenco Marques desmembrou-se e passou constituir a Provincia de Maputo sem a
Matola. Sabeé passou a chamar-se Moamba e Maputo passou a chamar-seeMatutuin

Maputo Cidade
A cidade capital com o estatuto de Provincia integrando a Matola

Divisdo Administrativa em vigor na altura do recenseamento.

Provincia do Niassa Provincia de Cabo Delgado
Distritos: Distritos:
Cuamba Chiare
Lago Ibo
Lichinga(Cidade) Macomia
Majune Mueda
Mandimba Mecufi
Marrupa Meluco
Mauta MocimboadaPraia
Mecanhelas Montepuez
Mecula Namuno
Sanga Palma
Mavago PembéCidade)
Lichinga(Distrito) PembdDistrito)
Ancuabe
Quissanga
Provincia de Nampula Provincia da Zambézia
Distritos: Distritos
Nampula(Distrito) Alto Mol6cue
Angoche Chinde
Eréti Glé
Mecuburi Gurué
Maiaia lle
Maema Lugela
Meconta MaganjdaCosta
Memba Milange
Mocambique Mocuba
Mogincual Mopeia
Mogovolas Morrumbala
Moma Namacurra
Monapo Namarroi
Mossuril Pebane
Muecate QuelimangCidade)
Murrupula QuelimanéDistrito)
Nacala (Cidade)
Nacala
Nampula (Cidade)
Ribaué
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Provincia de Tete
Distritos:
Changara
Angonia
Chiuta
CahoraBassa
Macanga
Mégoé
Marévia
Moatize
Mutarara
Tete (Cidade)
Zumbo

Provincia de Sofala
Distritos:
Beira(Cidade)
Buzi

Caa

Chemba
Chringoma
Chibabava
Dondo
Gorongosa
Marromeu

Provincia de Gaza
Distritos:
Choékwe

Bilene

Chibuto
Chokwe(Cidade)
Xai-Xai
Canigado
Chicualacuala
Massingir
Manjacaze
Xai-Xai (Cidade)

Maputo Cidade

Integrava a Cidade da Matola

Provincia de Manica
Distritos:

Barue

Tambara
Chimoio(Cidade)
Chimoio(Distrito)
Manica
Mossurize
Guro

Sussundenga

Provincia de Inhambane

Distritos:
Govuro
Homoine
Inhambane
Inharrime
Massinga
Inhambar{€idade)
Morrumbene
Panda
Vilanculos
Zavala

Provincia de Maputo
Distritos:

Magude
Manhica
Matutuine
Marracuene
Boane

Namaacha
Moamba
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RECENSEAMENTO DA POPULAQAO DE 1997
A Lei N.° 6/86 de 25 de Julho estabeleceu a alteracdo da divisdo territorial do Pais, com a
criacdo de novos Distritos nalgumas Provincias.
As alteracfes havidas foram as seguintes:
Provincia do Niassa
- Foram criados os seguintes Distritos: Metarica, Muembe, N'gauma e Nipepe.
Provincia de Cabo Delgado
- Foram criados os Distritos de: Muidumbe, Nangade e Balama.
Provincia de Nampula
- O Distrito de Maiaia passou a chamar-se Lalaua e foi criado o Distrito de Nacaro6a.
Provincia da Zambézia

- O Distrito de Quelimane passou a chamar-se Inhassunge e foi criado o Distrito de
Nicoadala.

Provincia de Tete
- Foram criados os seguintes Distrito s de: Chifunde e Tsangano.
Provincia de Manica

- O de Chimoio passou a designar-se Gondola e foram criados os Distritos de Macossa e
Machaze.

Provincia de Sofala
- Foram criados os Distritos de: Nhamatanda, Machanga, Muanza e Maringué.
Provincia de Inhambane

- Maxixe separou-se da Cidade de Inhambane passando a ter o estatuto de Cidade.
- O Distrito de Inhambane passou a chamar-se Jangamo e foram criados outros 3: Mabote,
Inhassoro e Funhalouro.

Provincia de Gaza

- O Distrito de Cani¢ado passou a chamar-se Guija.
- Foram criados os Distritos de: Massangena, Chigubo e Mabalane.

Provincia de Maputo

- A Matola separou-se da Cidade de Maputo para passar a ter estatuto de Cidade.
Maputo Cidade

- Trés Distritos urbanos (6, 7, e 8) passaram a fazer parte da Cidade da Matola.

26



Provincia do Niassa
Distritos:
Cuamba

Lago
Lichinga(Cidade)
Majune
Mandimba
Marrupa

Maula
Mecanhelas
Mecula

Metarica
Muembe

N’ gauma

Nipepe

Sanga

Mavago
Lichinga(Distrito)

Provincia de Nampula
Distritos:
Nampula(Distrito)
Angoche

Eréti

Mecuburi

Maiaia

Mdema

Meconta

Memba
Mocambique
Mogincual
Mogovolas
Moma

Monapo

Mossuril
Muecate
Murrupula
Nacala(Cidade)
Nacala-a-Velha
Nampula (Cidade)
Ribaue

Nacarba

Divisdo Administrativa em vigor na altura do recenseamento

Provincia de Cabo Delgado

Distritos:
Chiure
Ibo
Macomia
Mueda
MecUfi
Meluco
MocimboadaPraia
Montepuez
Muidumbe
Namuno
Nangade
Palma
RFemba (Cidade)
Remba Metuge
Ancuabe
Quissanga
Balama

Provincia da Zambézia
Distritos
Alto Molocue
Chinde
Glé
Gurue
lle
Lugela
MaganjdaCosta
Milange
Mocuba
Mopeia
Morrumbala
Namacurra
Namarroi
Pebane
Quelimangidade)
Inhassunge
Nicoadala
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Provincia de Tete
Distritos:
Changara
Angonia
Chiuta
CahoraBassa
Macanga
Mégoé
Maréavia
Moatize
Mutarara
Tete(Cidade)
Zumbo
Chifunde
Tsangano

Provincia de Sofala
Distritos:
Beira(Cidade)
Buzi

Caa

Chemba
Chringoma
Chibabava
Dondo
Gorongosa
Marromeu
Nhamatanda
Machanga
Muanza
Maringue

Provincia de Gaza
Distritos:
Chokwe

Bilene

Chibuto
Chokwe(Cidade)
Xai-Xai

Guija
Chicualacuala
Massingir
Manjacaze
Xai-Xai (Cidade)
Massangena
Chigubo
Mabalane

Provincia de Manica
Distritos:

Barue
Tambara
Chimoio(Cidade)
Gondola

Manica
Mossurize
Guro
Sussundenga
Macossa
Machaze

Provincia de Inhambane

Distritos:
Govuro
Homoine
Jangamo
Inharrime
Massinga
Inhambar{€idade)
Morrumbene
Panda
Vilanculos
Zavala
MaxixéCidade)
Mabote
Inhassoro
Funhalouro

Provincia de Maputo
Distritos:

Magude

Manhica

Matutuine
Marracuene

Boane

Namaacha

Moamba
MatolgCidade)

Maputo Cidade
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Appendix Table A. Population, distribution and density according to the population censusesaid 96@0.

Census of 1960

Concelhos and Circunscricoes Population Co

PAIS 6,603,653
NIASSA 281,083
Circ. de Amaramba 92,455
Conc. de Vila Cabral 83,744
Circ. de Maniamba 48,415
Circ. de Marrupa 56,469
CABO DELGADO 548,597
Conc. de Porto Amélia 55,166
Conc. do lbo 4,230
Conc. da Mocimboa da Praia 46,880
Conc. de Montepuez 156,698
Conc. de Macomia 38,566
Circ. dos Macondes 79,024
Circ. de Mecufi 94,901
Circ. de Palma 41,605
Circ. de Quissanga 31,527

Census of 1970

ncelhos and Circunscrico es Population Area (km)
PAIS 8,168,933 801,590
NIASSA 285,329 129,056
Conc. de Amaramba 99,645 14,720
Conc. de Vila Cabral 57,746 13,627
Circ. de Mandimba 27,239 13,639
Circ. de Marrupa 25,011 17,730
Circ. do Lago 13,457 13,053
Circ. de Mala 43,201 15,292
Circ. de Mecula 4,855 14,554
Circ. de Sanga 10,021 12,185
Circ. de Valentim 4,154 14,256
CABO DELGADO 546,113 82,625
Conc. de Porto Amélia 76,947 5,836
Conc. do Ibo 6,534 48
Conc. da Mocimboa da Praia 22,725 4,708
Conc. de Montepuez 107,566 12,118
Conc. de Macomia 33,983 4,049
Circ. dos Macondes 13,514 24,935
Circ. de Mecufi 125,797 4,427
Circ. de Palma 19,244 6,524
Circ. de Quissanga 36,741 7,900
Circ. de Namuno 103,062 12,080

Density (p/km)

2.2
6.8
4.2
2.0
14
1.0
2.8
0.3
0.8
0.3

6.6
13.2
136.1
4.8
8.9
8.4
0.5
28.4
2.9
4.7
8.5

Census of 1960 Census of 1970
Concelhos and Circunscricoes Population Comcelhos and Circunscricoes Population A

NAMPULA 1,452,395 NAMPULA 1,716,486
Conc. de Nampula 103,985/ Conc. de Nampula 124,156
Conc. de Anténio Enes 119,652 Conc. de Antdnio Enes 150,277
Circ. de Erati 162,925| Circ. de Erati 213,011
Circ. de Nacala 87,523 Conc. de Fernao Veloso 62,953
Circ. de Meconta 56,740/ Conc. de Meconta 66,956
Conc. de Mogambique 12,002 Conc. de Mogambique 21,906
Circ. de Moma 121,933 Conc. de Moma 137,162
Circ. de Monapo 115,461 Conc. de Monapo 130,603
Circ. de Mossuril 73,023 Conc. de Mossuril 57,796
Circ. de Ribaue 76,056| Conc. de Ribaue 89,050
Circ. de Malema 40,815/ Circ. de Malema 59,418
Circ. de Imala 91,372 Circ. de Mecuburi 66,470
Circ. de Memba 104,317| Circ. de Memba 119,802
Circ. de Mongincual 77,536 Circ. de Mongincual 81,914
Circ. de Mogovolas 148,595 Circ. de Mogovolas 173,211
Circ. de Morrupula 60,460 Circ. de Morrupula 70,607

Circ. de Muecate 39,474

Circ. de Nacala-a-Velha 51,720
ZAMBEZIA 1,368,731| ZAMBEZIA 1,747,888
Circ. do Alto Mol6cue 127,634 Conc. do Alto Mol6cue 106,249
Conc. do Chinde 95,401 Conc. do Chinde 97,968
Circ. do Gurué 81,623 Conc. do Gurué 105,702
Circ. do lle 150,252 Circ. do lle 184,264
Circ. de Lugela 68,736 Circ. de Lugela 76,137
Circ. da Maganja da Costa 126,719 Circ. da Maganja da Costa 161,162
Circ. de Milange 118,969 Conc. de Milange 170,905
Conc. de Mocuba 76,101) Conc. de Mocuba 107,779
Circ. de Mopeia 46,159 Circ. de Mopeia 56,242
Circ. de Morrumbala 102,864] Circ. de Morrumbala 140,586
Circ. de Namacurra 96,069 Circ. de Namacurra 120,177
Circ. de Namaroi 55,788 Circ. de Namaroi 76,350
Circ. de Pebane 70,095 Circ. de Pebane 91,300
Conc. de Quelimane 152,321 Conc. de Quelimane 183,609

Conc. do Gilé 69,458

rea (km) Density (p/km)

83,816 20.5
3,970 31.3
3,361 44.7
8,564 24.9
1,586 39.7
3,733 17.9

446 49.1
5,677 24.2
3,598 36.3
2,847 20.3

10,659 8.4
6,122 9.7
7,252 9.2
4,891 24.5
4,274 19.2
4,771 36.3
3,417 20.7
4,374 9.0
4,274 12.1

105,008 16.6
6,386 16.6
4,291 22.8
5,606 18.9
5,589 33.0
8,178 9.3
7,597 21.2
9,794 17.4
9,062 11.9
7,476 7.5

12,811 11.0
4,038 29.8
3,019 25.3
9,985 9.1
2,301 79.8
8,875 7.8
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Appendix Table A (continued).

Census of 1960

Concelhos and Circunscricoes Population Co

TETE

Conc. de Tete
Circ. de Angénia
Circ. de Macanga
Circ. de Magoe
Circ. da Maravia
Circ. de Moatize
Circ. do Zumbo
Circ. de Mutarara

MANICA E SOFALA
Conc.da Beira
Conc. do Chimoio
Conc. do Dondo
Conc. de Manica
Circ. do Barue

Circ. do Buzi

Circ. de Chemba
Circ. de Cheringoma
Circ. de Gorongosa
Circ. de Marromeu
Circ. de Mossurize
Circ. de Sena

Circ. de Sofala

INHAMBANE

Conc. de Inhambane
Circ. de Govuro

Circ. de Homoine
Circ. de Inharrime
Circ. de Massinga
Circ. de Morrumbene
Circ. de Panda

Circ. de Vilanculos

Circ. de Zavala

471,352
67,553
110,599
60,513
22,555
33,773
46,762
19,159
110,438

779,767
58,970
62,510
29,917
57,940
81,677

108,283
79,373
31,088
44,573
41,794
97,876
46,141
39,625

583,059
67,381
38,145
87,227
40,686

109,066
68,443
35,496
67,359
69,256

Census of 1970

TETE

Conc. de Tete
Conc. de Angénia
Conc. de Macanga
Circ. de Magoe
Circ. da Maravia
Conc. de Moatize
Circ. do Zumbo
Conc. de Mutarra
Circ. de Bene

Conc. da Beira
Conc. do Chimoio
Conc. do Dondo
Conc. de Manica
Conc. do Barué
Conc. do Buzi
Circ. de Chemba

Circ. de Gorongosa
Conc. de Marromeu
Circ. de Mossurize
Conc. de Caia

Circ. de Nova Sofala

Circ. de Mungari

Conc. de Inhambane
Circ.de Govuro

Conc. de Homoine
Circ.de Inharrime
Conc. de Massinga
Conc. de Morrumbene
Circ.de Panda

Conc. de Vilanculos

Circ.de Zavala

Conc. de Maxixe

ncelhos and Circunscrico

Conc. de Cheringoma

es Population Area (km)

488,668
93,076
103,704
32,938
31,263
10,225
59,229
19,092
136,074
3,067
1,079,718
130,398
113,510
54,977
93,168
52,267
116,030
95,835
44,300
60,522
44,798
108,392
54,320
51,283
59,918
748,575
83,980
60,292
69,865
57,278
148,403
75,579
35,097
96,616
81,443
40,022

100,724
12,705
4,611
18,141
12,043
16,396
10,940
14,011
6,295
5,582
129,679
595
8,009
7,020
9,377
15,312
11,014
10,460
14,470
7,579
5,810
18,388
3,477
9,064
9,104
68,615
1,480
19,077
1,942
2,565
20,415
2,800
7,204
10,882
1,968
282

Density (p/km)

4.9
7.3
225
18
2.6
0.6
5.4
14
21.6
0.5
8.3

219.2
14.2
7.8
9.9
3.4
105
9.2
3.1
8.0
7.7
5.9
15.6
5.7
6.6
10.9
56.7
3.2
36.0
22.3
7.3
27.0
4.9
8.9
41.4
141.9

Census of 1960

Concelhos and Circunscricoes Population Cof

GAZA

Conc. de Gaza

Conc. do Baixo Limpopo
Conc. do Bilene

Conc. do Chibuto

Conc. dos Muchopes
Circ. do Guija

Circ. do Limpopo

Circ. de Magude
LOURENGCO MARQUES
Conc. de Lourengo Marques
Conc. da Manhica

Conc. da Matola

Circ. do Maputo

Circ. de Marracuene
Circ. da Namaacha

Circ. do Sabié

681,753
100,379
74,640
83,359
141,936
126,833
55,233
36,760
62,613
436,916
178,565|
75,669
48,446
41,699
34,642
11,075
46,820

Census of 1970

IConc. de Gaza

IConc. do Baixo Limpopo
IConc. do Bilene

IConc. do Chibuto

IConc. dos Muchopes
IConc. do Canigado
IConc. do Limpopo

IConc. de Lourengo Marques
IConc. da Manhica

IConc. da Matola

ICirc. do Maputo

(Circ. de Marracuene

ICirc. da Namaacha

Circ. do Sabie

IConc. de Magude

ncelhos and Circunscricoes Population A

756,654
124,265
90,670
80,133
204,904
139,276
70,672
46,734

799,502
378,348
97,539
86,979
46,112
39,166
16,534
59,277
75,547

rea (km) Density (p/km)

75,709
1,876
45,937
3,052
6,331
3,665
11,615
3,233

26,358
67
3,375
1,321
6,876
1,087
2,144
4,528
6,960

10.0
66.2.
29.7
26.3
32.4
38.0

6.1
145

30.3
5647.0
28.9
65.8
6.7
36.0
7.7
13.1
10.9
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Appendix Table B. Population, distribution and density according to the population censuses
of 1980 and 1997.

Census of 1980 Census of 1997
Provinces and Districts Population Area (km) Density (p/km) Provinces and Districts Population Area (km) Density (p/km)
PAIS 3,650,265 293,287 12.4 PAIS 5,019,848 293,287 17.1
NIASSA 507,816 129,056 3.9 NIASSA 756,287 129,056 5.9
Amaramba 84,068 8,610 9.8 Cuamba 126,380 5,121 24.7
Lago 37,401 6,528 57 Lago 55,892 6,528 8.6
Mandimba 63,304 8,345 7.6 Mandimba 84,011 4,385 10.4
Marrupa 30,811 17,730 1.7 Marrupa 40,199 17,730 2.3
Maua 58,641 13,249 4.4 Maua 38,390 9,957 3.9
Mecula 7,090 18,153 0.4 Mecula 10,972 18,153 0.6
Sanga 23,167 12,185 1.9 Sanga 44,225 12,185 3.6
Lichinga 51,657 4,479 115 Lichinga 62,802 8,075 7.8
Mavago 21,701 15,085 14 Mavago 12,381 9,559 2.2
Majune 20,284 11,155 1.8 Majune 20,571 9,059 8.4
Mecanhelas 70,688 6,406 11.0 Mecanhelas 76,311 6,406 11.9
Lichinga Cidade 39,004 251 155.4 Lichinga Cidade 85,758 290 295.7
Metarica 20,430 3,489 5.9
Muembe 18,680 5,526 3.4
N’gauma 33,721 2,421 13.9
Nipepe 25,564 3,292 7.8
Aguas Interiores 6,880 Aguas Interiores 6,880
CABO DELGADO 900,704 82,625 10.9 CABO DELGADO 1,287,814 82,625 15.6
Ancube 43,991 3,509 125 Ancuabe 87,243 4,606 189
Ibo 5,870 48 122.3 Ibo 7,061 48 147.1
Mocimboa da Praia 48,059 4,708 10.2 Mocimboa da Praia 75,001 3,548 21.1
Montepuez 140,502 9,763 14.4 Montepuez 149,181 15,871 9.4
Namuno 154,565 10,045 15.4 Namuno 138,229 6,915 20.0
Macomia 54,598 4,049 135 Macomia 69,973 4,049 17.3
Mueda 132,503 24,935 53 Mueda 98,654 14,150 7.0
Mecufi 34,592 1,283 27.0 Mecufi 35,644 1,192 29.9
Chiure 109,030 3,072 355 Chidre 185,618 4,210 441
Palma 63,115 6,524 9.7 Palma 42,182 3,493 12.1
Quissanga 26,683 2,061 12.9 Quissanga 34,328 2,061 16.7
Meluco 20,181 5,799 3.5 Meluco 23,912 5,799 4.1
Pemba Cidade 41,166 181 2274 Pemba Cidade 84,897 194 437.6
Pemba 25,849 1,890 13.7 Pemba Metuge 42,935 1,094 39.2
Balama 98,653 5,619 17.6
Muidumbe 63,820 1,987 321
Nangade 50,483 3,031 16.7
Aguas Interiores 4,758 Aguas Interiores 4,758
NAMPULA 2,241,745 81,606 275 NAMPULA 2,975,747 81,606 36.5
Nampula 83,110 3,673 22.6 Nampula Rapale 127,681 3,650 35.0
Angoche 178,302 2,986 59.7 Angoche 228,526 2,986 76.5
Erati 273,924 8,464 324 Erati 210,239 5,671 37.1
Nacala 74,573 967 77.1 Nacala-Velha 77,918 967 80.6
Meconta 81,399 3,733 21.8 Meconta 123,097 3,733 33.0
Ilha de Mogambique 30,152 226 133.4 Ilha de Mogambique 42,407 226 187.6
Moma 167,222 5,677 29.5 Moma 238,655 5,677 42.0
Monapo 182,202 3,598 50.6 Monapo 226,968 3,598 63.1
Mossuril 67,407 2,658 25.4 Mossuril 89,457 3,428 26.1
Ribaue 128,808 10,659 12.1 Ribaue 128,209 6,281 20.4
Malema 86,169 6,122 14.1 Malema 128,732 6,122 21.0
Mecuburi 81,208 7,252 11.2 Mecuburi 118,726 7,252 16.4
Muecate 52,327 4,075 12.8 Muecate 69,619 4,075 17.1
Memba 148,818 4,555 32.7 Memba 188,992 4,555 415
Mogincual 89,043 4,274 20.8 Mogincual 92,320 4,274 21.6
Mogovolas 192,153 4,771 40.3 Mogovolas 182,184 4,771 38.2
Morrupula 84,898 3,100 27.4 Murrupula 101,745 3,100 32.8
Maiaia 19,270 774 24.9 Lalaua 55,912 4,378 12.8
Nampula Cidade 145,722 297 490.6 Nampula Cidade 303,346 320 948.0
Nacala Cidade 75,038 336 2233 Nacala Porto 158,248 340 465.4
Nacaroa 82,766 2,793 29.6
Aguas Interiores 3,409 Aguas Interiores 3,409
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ZAMBEZIA 2,418,851

Alto Molocue 143,390
Chinde 136,597
Gilé 93,411
Gurue 166,265
lle 253,787
Lugela 103,018
Maganja da Costa 205,561
Milange 291,445
Mocuba 146,511
Mopeia 64,351
Morrumbala 197,554
Namacurra 163,128
Namarroi 94,939
Pebane 117,022
Quelimane 181,721
Quelimane Cidade 60,151

Aguas Interiores

TETE 780,081
Changara 86,493
Angénia 220,085
Macanga 37,162
Chiuta 39,532
Magoe 9,915
Cabora-Bassa 47,679
Maravia 33,214
Moatize 98,101
Zumbo 31,566
Mutarara 131,215
Tete Cidade 45,119
MANICA 587,345
Barue 69,786
Chimoio 145,902
Guro 50,886
Manica 53,167
Mossurize 124,421
Sussundenga 48,873
Tambara 26,185
Chimoio Cidade 68,125
SOFALA 990,732
Buzi 144,265
Caia 81,169
Chemba 70,078
Cheringoma 65,072
Chibabava 112,980
Dondo 120,562
Gorongosa 106,079
Marromeu 75,914
Beira 214,613
INHAMBANE 1023879.0
Govuro 84,445
Inharrime 64,725
Massinga 220,329
Morrumbene 106,621
Panda 56,131
Vilanculos 152,892
Zavala 96,296
Homoine 95,237

105,008
6,386
4,403
8,875
5,606
5,589
6,178
7,597
9,794
8,867
7,614

12,972
3,941
3,019
9,985
2,159

142

1,881
100,724
12,340
6,876
14,531
9,326
6,726
7,938
13,661
8,734
14,011
6,295
286

61,661
15,184
7,767
6,609
2,234
18,234
6,952
4,506
175

68,018
8,379
3,477
5,786

14,470
11,699
6,456
11,346
5,810
595

68615.0
19,077
2,149
20,415
2,800
6,971
10,882
2,617
1,942

23.0
225
31.0
105
29.7
45.4
16.7
271
29.8
16.5
8.5
15.2
41.4
31.4
11.7
84.2
423.6

7.7
7.0
32.0
2.6
4.2
15
6.0
24
11.2
23
20.8
157.8

9.5
4.6
18.8
7.7
23.8
6.8
7.0
5.8
389.3

14.6
17.2
233
12.1
45
9.7
18.7
9.3
13.1
360.7

14.9
4.4
30.1
10.8
38.1
8.1
14.0
36.8
49.0
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Alto Molocue
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Gurue
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Lugela
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Morrumbala
Namacurra
Namarroi
Pebane
Quelimane Cidade
Nocoadala
Inhassunge
Aguas Interiores
TETE
Changara
Angonia
Macanga
Chiuta
Magoe
Cabora-Bassa
Maravia
Moatize
Zumbo
Mutarara
Tete Cidade
Chifunde
Tsangano
MANICA
Barue
Gondola
Guro
Manica
Mossurize
Sussundenga
Tambara
Chimoio Cidade
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Macossa
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Buzi
Caia
Chemba
Cheringoma
Chibabava
Dondo
Gorongosa
Marromeu
Beira
Machanga
Maringue
Muanza
Nhamatanda
INHAMBANE
Govuro
Inharrime
Massinga
Morrumbene
Panda
Vilanculos
Zavala

Homoine
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Bt
185,224
129,115
126,988
197,179
224,167
106,770
229,230
335,728
214,748
71,535
243,751
160,879
95,257
198,451
150,116
135,275
87,396
1,881
1,144,604
119,551
247,999
46,515
50,372
39,304
57,675
53,031
109,103
33,272
130,743
101,984
48,498
106,557
974,208
81,002
184,629
45,680
155,731
122,244
92,622
31,471
171,056
75,804
13,969
I
143,152
86,001
49,634
20,795
72,273
117,719
77,877
69,895
397,368
44,784
56,654
15,308
137,930
Bt
29,031
76,518
186,650
110,817
46,539
113,045
126,730
92,796

105,008

6,386.0
4,403.0
8,875.0
5,606.0
5,589.0
6,178.0
7,597.0
9,794.0
8,867.0
7,614.0
12,972.0
1,798.0
3,019.0
9,985.0
117.0
3,5682.0
745.0

100,724
6,730
3,437
7,430
7,101
8,697
10,598
16,466
8,879
12,040
6,295
286
9,326
3,439
61,661
5,750
5,290
6,920
4,391
5,096
7,060
4,316
174
13,112
9,552

68,018
7,409
3,477
4,388
8,739
8,012
2,443
7,659
5,810

633
4,657
5,085
5,731
3,975

68,615
4,584
2,149
5,324
2,358
6,971
4,700
2,617
1,942

275
29.0
29.3
14.3
35.2
40.1
17.3
30.2
34.3
24.2
9.4
18.8
89.5
31.6
19.9
1283.0

37.8

117.3

11.4

17.8

722
6.3

4.5

3.2
12.3
2.8
20.8
356.6
5.2
31.0
15.8
14.1
34.9
6.6
355
24.0
13.1
7.3
983.1
5.8
1.5
19.0
19.3
24.7
11.3
24
9.0
48.2
10.2
12.0
627.8
9.6
11.1
2.7
347
16.4
6.3
35.6
35.1
47.0
6.7
24.1
48.4
4738



Inhambane

Inhambane Cidade

GAZA

Bilene Macia
Canicado
Massingir
Chibuto
Chicualacuala
Gaza
Manjacaze
Limpopo
Xai-Xai Cidade
Chokwé Cidade

Aguas Interiores
MAPUTO
Manhica
Matutuine
Marracuene
Boane
Namaacha
Moamba
Magude

Aguas Interiores
MAPUTO CIDADE

56,439
90,764

982,603
109,643
69,346
29,810
230,815
80,947
120,488
180,632
106,257
43,794
10,871

500,892
139,400
57,509
45,147
39,296
24,673
90,856
104,011

739,077

1,396
366

75,709
1,917
7,331
5,858
6,166

45,937
1,734
3,748
2,638

142
68

170
25,756
2,380
5,442
700
820
2,144
45528
6,960

2,782
602

40.4
154.2

13.0
57.2
9.5
5.1
374
18
69.5
48.2
40.3
308.4
159.9

19.4
58.6
10.6
64.5
47.9
11.5
20.1
14.9

1227.7

Jangamo
Inhambane Cidade
Funhalouro
Inhassoro
Mabote

Cidade de Maxixe
GAZA

Bilene Macia
Guija

Massingir
Chibuto
Chicualacuala
Xai-Xai
Manjacaze
Chokwé

Xai-Xai Cidade
Chokwé Cidade
Chigubo
Massagena
Mabalane

Aguas Interiores
MAPUTO
Manhica
Matutuine
Marracuene
Boane
Namaacha
Moamba
Magude

Cidade da Matola
Aguas Interiores
MAPUTO CIDADE
Distrito N° 1
Distrito N° 2
Distrito N° 3
Distrito N° 4
Distrito N° 5
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81,210
52,370
30,321
43,406
39,661
93,985
HHRH T
133,173
57,217
22,284
164,791
33,284
165,596
161,147
116,986
99,442
56,291
13,405
13,300
25,464

806,179
130,351
35,161
41,677
56,703
31,441
43,396
42,788
424,662

966,837
154,284
162,750
210,551
228,244
211,008

1,288
192
15,678
6,299
14,231
282.0

75,709
2,719
3,589
5,858
5,878
16,035
1,739
3,748
1,864
135
91
13,952
10,351
9,580
170
26,058
2,380
5,403
666
820
2,144
4,528
6,960
375
2,782
300

63.1
272.8
1.9
6.9
2.8
333.3
14.0
49.0
15.9
3.8
28.0
21
95.2
43.0
62.8
736.6
619
1.0
1.3
2.7

30.9
54.8
6.5
62.6
69.2
14.7
9.6
6.1
1132.4

3222.8
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FUTURE SCENARIOS FOR POPULATION GROWTH IN
MOZAMBIQUE, 1997-2020

Manuel da Costa Gaspar

Introduction

The rapid expansion of HIV infection and AID® Mozambique has become a tragedy of
alarming proportions, which catitsites one of the major clenges to the country’s
development. It is causing a reduction in life expectancy due to an increase in mortality, and
tens of thousands of orphans. Recent estsnatdicate that in 2000, 16% of the adult
population aged 15-49 was HIV positive, and that already more than 341,000 children were
AIDS-orphans. More than 450,000 persons wiefected and in 2000 alone, an estimated
84,000 people died of AIDS.

Mozambique is located among countries wifie highest HIV prevalence rates in the
world, for example, Botswana (36%), Lesot Namibia, South Africa (20%), Swaziland and
Zimbabwe (25%). It is possible that the epidemic will spread quickly in Mozambique, in
particular along the open corridors to neighbogogntries, which facilitate the circulation of
people and goods, as well as from labor ntigrato South Africa. The epidemic could
compromise the recent Mozambicatvances in human development.

Although Mozambique experienced high ecmmo growth rates in recent years, the
country has not recovered fully from the effedf the civil war: more than 60% of the
population continues to live lmsv the poverty line. An expansion of HIV prevalence places
the country in a dramatic situation without tineans to combat the disease. This precarious
situation has led to the search for bettemestes of future population growth, as well as
improved data on the distribution and prevaleoicElV by increasing the number of sentinel
posts.

In the past decade, the HIV/AIDS epidemmerged silently and unexpectedly, due to
a failure to interpret and communicate oimgp information about the situation, and
expectations for the future. In the new centaymore data on HIV/AIDS become available,
we can turn to interdisciplinary studies swshthis one, which analyze the economic, social,
and demographic effects of the epidemic.

This paper presents alternative scersawd population growth in Mozambique. In
spite of the limited datavailable in Mozambique on HIV/BIS, it is hoped that the scenarios
of this study, with a range of alternative assumptions concerning the increase of prevalence
and interventions, will form a base for planning to combat the disease. In fact, the basic data
on HIV/AIDS is not representative of the whotountry. It was collected in four urban
sentinels sites. Therefore, the results of the scenarios should be read with caution. This
exercise is of an exploratory afacter and should not be seeraasalternative to the official
national population projections.
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Model Methodology

HIV is an infectious disease, which means there is a relationship between prevalence,
incidence, and susceptible population. The nbasic dynamic is that the more people are
infected, the more the disease spreads to the healthy people, so in turn, the more are infected.
How quickly new people are infected depemusthe relationship between prevalence and
incidence, which is determined by biology and behavior.

If an infected person is healed or dies right away, the prevalence never has a chance to
build up and cause an epidemic. On the otemnd, if an infected person lives with the
infection for a long time, prevalence has the opportunity to increase. This is the case with
HIV, where the average time until the outbrealkiudF-blown AIDS is estimated to be 7-10
years in Africa. Once a person in Africa has AJDi¥e annual mortality is very high, at least
50% annually.

Factors that can limit the spread of the HI¥ettion are safe sex practices (especially
behavioral change), treatment of other sdyushnsmitted diseases, bottle-feeding infants of
HIV-positive mothers and other interventions. In the future a cheap vaccine might halt the
disease.

Figure 1 shows these basic dynamics and the intervention points to limit HIV and
AIDS. We have incorporated the relationship between prevalence and new incidence. If the
relationship is higher, then HIV prevalence rises faster. The model also includes the three
intervention possibilities in the figure. Further, all the dynamics are incorporated into a multi-
state age and sex-specifiopulation projection modél.With the model, we can make
scenarios that take into account how diffemratés of the diffusion of HIV and the effects of
various policies impact populah growth and age structure.

Figure 1. Flow diagram of HIV and AIDS dynamics.

Prevalence to
incidence relationship

L+

Health 4+ | New HIV HIV AIDS
y .

population | infections prevalence deaths

Safe sex . Intervention to delay
practices Vaccine onset of AIDS

Scenarios

All of the scenarios have the same asgtions on fertility, migration, and non-AIDS
mortality as those used in the official pogtibn projections of Mozambique (Instituto
Nacional de Estatistica. 1999)he base assumptions about HIV prevalence reproduce the
projections by the Ministry of Health. These gajons consider a rise in prevalence from the
present 16% to a plateau of 17% by 2006 (Ministério da Saude et d). 2@den alternative
scenarios were also considered, which cauliteled into three groups: scenarios (1 and 3)

® The original version of this model was developed for Botswana by Warren Sanderson agrtationil
Institute for Applied Systems Analysis, Laxenburg, Austria.
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which vary the estimated spread of HIV in the absence of policy interventions; a scenario (2)
with no AIDS; and scenarios (4-7) that measure the effects of policies that change sexual
behavior, longevity of those witHIV, and a vaccine, using the Ministry of Health scenario as

a base. The scenarios described here are:

1) Base scenario low behavioral changdReproduces the HIV prevalence similar to that of
the Ministry of Health (maximum rate 20%), using the fertility, mortality, and migration
assumptions of Mozambique’s official poptibn projections. This is an optimistic
scenario with regard to the spread of theease. Condom use rises only slowly. In the
Demographic and Health Survey 1997, it was found that only 3% of the women and 9% of
the men used condoms to protect themsehgesnst HIV/AIDS. This scenario assumes
that a behavioral change, which could inclint@eased condom use, will cause incidence
rates to be 10% lower than they would be in the absence of any change by 2020.

2) No AIDS: Reproduces the official population projections.

3) High HIV prevalence (or pessimistic scenario)/Assumes that HIV prevalence will
continue to rise — based on thieservation that the disease is presently in a stage of rapid
expansion — and that HIV prevalence will re&890% by 2020. It eventually stabilizes at
40% in 2025.

4) Medium behavoral change: Uses the same curve for HIV prevalence-to-incidence as
Scenario 1, but assumes higher rates of behavioral change (mostly higher rates of condom
use) that reduce the incidence rate by 25% compared to what it would be with no
behavioral change.

5) High behavioral change(or optimistic scenario): As in 4 above, but with behavioral
change causing an 80% reduction in incidence by 2020.

6) High vaccination: Assumes that a cheap vaccine will become available in 2010, and that
by 2014 all eligible pemns will be vaccinated.

7) Low progression rate to AIDS:Considers an increase in the longevity of HIV-positive
patients from 7 to 9 years, through a 45%uigion of the annual progression from HIV to
full-blown AIDS.

8) Combination of 4 and 6:Medium behavioral change by 2020 and all persons vaccinated
by 2014.

9) Combination of 5 and 6:High behavioral change by 2020 and all persons vaccinated by
2014.

Scenario Results

The demographic impact of HIV/AIDS will be on the growth rate as well as on the age
structure of the population. Like other sub-Sahacountries, Mozambique’s growth rate is
high, and the present age and sex structuaenwgle-based pyramid with many young people
and few elderly caused by high fertility and a gradual reduction of mortality. In the context of
HIV/AIDS, this well-known pyramid shape wilbe altered. The fertility transition will be
accelerated due to two effsctFirst, fertility reductions will be accelerated because HIV
lowers fecundity by about 309%%econd, the reproductive lifetinoé women who are infected

will be shortened. Both of these effects mean the number of births will be reduced. On the
other hand, mortality will rise, causing reions in life expectancy. What are the
demographic impacts of these trends in Mozau? First, we discuss HIV prevalence, then
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population size and age structure, followednhgrtality, life expectancy, and the number of
births.

Prevalence

Policies against HIV/AIDS first impact prevalenes, shown in Figure 2. In the base scenario

with low condom use, prevalea stabilizes at 20%lhe scenarios with medium and high
behavioral change immediately result in d®olg prevalence. With medium behavioral
change, HIV prevalence stagnates at the lower level of 17%. If behavioral change is high (for
example, high rates of condom use during riskg),sen the prevalence rate declines to less
than 2% by 2020. These are important gains from raising behavioral change, such as condom
use. The vaccine also lowepevalence, but only after 2010, the presumed date of the
introduction of the vaccine. The combination ajthbehavioral change and vaccine leads to

the lowest prevalence (less than 0.5%) 20 years from now.

Figure 2. HIV prevalence rates among adatied 15-49 in nine scenarios with HIV/AIDS.
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Population size

In Table 1 and Figure 3, we compare the poputasize projected by the scenarios described
above. The effects of AIDS asedready visible in 2001 in a\er population size than would
have existed without AIDS. The table anduiie show that without AIDS, the population
would have risen to 17.2 million by 2000, andhaAIDS, there are an estimated 16.2 million
people.

Table 1. Population size according taenHIV/AIDS scenarios (in millions).

Scenario 2000 2005 2010 2015 2020

1) Base scenario low behavioral change 17.10 18.57 19.69 20.56 21.21
2) No AIDS 17.24 19.38 21.72 24.23 26.82

3) High HIV prevalence 17.10 18.56 19.60 20.17 20.29
4) Medium behaviorathange 17.10 18.57 19.73 20.73 21.65

5) High behavioral change 17.10 18.58 19.85 21.34 23.26
6) High vaccination 17.10 18.57 19.69 20.57 21.47

7) Low progression rate to AIDS 17.10 18.58 19.81 20.86 21.62
8) Combination of 4 and 6 17.10 18.57 19.73 20.74 21.87
9) Combination of 5 and 6 17.10 18.58 19.85 21.34 23.29

Figure 3. Population size according to nine HIV/AIDS scenarios.
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The results show that policies to increase safe sexual practices must be taken today.
By 2020, the highest population size is attaineh the scenario that assumes high
behavioral change (5), namely 22.3 millioropke as opposed to, for example, 21.2 million in
the base scenario which assumes very little behavioral change (1). The alternative scenarios
that consider treatment of the virus, namdower progression rates to full-blown AIDS
(scenario 7) or a cheap vaccine (scenariozv@)ild raise the population size to 21.5 or 21.6
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million, only 300,000-400,000 more than the basenario by 2020. Given the conditions
prevailing in Mozambique, these two scenariaslass effective than reductions of risky sex.

In the scenario with high prevalence (3) the population would be only 20.3 million by
2020, or 23% less than the most optimistic high behavioral change scenario (5). In this
scenario, population growth becomes negaéfter 2010. Without AIDS (scenario 2), the
population would rise to 27 million by 2020, whigs 25% more people than the most
pessimistic scenario (3), and 14% more than the optimistic scenario with high behavioral
change (5). In other words, AIDS could reduce the population size by 14% to 25% in 20
years.

Population growth rates

Table 2 shows the population growth rates in thiemint scenarios. Over the next 20 years,
population growth continues, with some twations, in all scenarios except the most
pessimistic (3). At present, growth is ab@¥% annually, and in the scenarios with high
interventions, such as that with high behaaiahange (5), the growth rates drop somewhat,
but recover to the present rates2®15 as the policies become effective.

Table 2. Population growth rates, 2000-202@0ading to HIV/AIDS scenarios (in %).

Scenario 2000 2005 2010 2015 2020

1) Base scenario low behavioral change 1.95 1.46 1.02 0.78 0.52
2) No AIDS 2.35 2.30 2.28 2.13 1.96

3) High HIV prevalence 1.95 1.41 0.87 0.40 -0.05
4) Medium behaviorathange 1.95 1.46 1.12 0.97 0.79

5) High behavioral change 1.95 1.46 1.27 1.56 1.82
6) High vaccination 1.95 1.46 1.02 0.78 0.98

7) Low progression rate to AIDS 1.95 1.46 1.17 0.92 0.60
8) Combination of 4 and 6 1.95 1.46 1.12 0.97 1.20
9) Combination of 5 and 6 1.95 1.46 1.27 1.56 1.86

In the most pessimistic scenario, popuatgrowth rates turn negative by 2020. The
rate of negative growth accelerates frothh5% annually. Countries such as Zimbabwe,
Botswana, Namibia, South Africa, Swaziland, Id#&, and Zambia also have seen their
growth rates reduced by HIV/AIDS. By 20aBge population in Botswana, South Africa, and
Zimbabwe is expected to decline by -0.1%®i3% (Stanecki 2000). This is the combined
result of high death rates from AIDS and fewer births due to HIV/AIDS.

The highest population growth rates for Modaque are projected in the scenario
without AIDS (2), which reproduces the official population projections. For example, without
AIDS, population growth would still be 2.4%nmnually by 2020, as opposed to 1.7% annually
in the optimistic scenario with high behavioral change (5).
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Age composition of the population

The impact of AIDS is not uniform for all agemd as a result, the age pyramids of countries
with high HIV prevalence rasewill attain a form never beffe seen. By 2020, there will be
more men in the age groups 15-44 in South Africa, Botswana, and Zimbabwe, due to the
higher infection rates of young women.

To facilitate the analysis of age structure, we use two scenarios, namely, scenario 5
with a relatively low spread of HIV pralence and high behavioral change by 2020
(optimistic) and scenario 3 with HIV prevatsnrates rising to 30% by 2020 (pessimistic).
The results, shown in Figure 4, will lead to significant alterations in the population age
structure. The pyramids speak for themselves.

Figure 4. The age pyramid in 2020 accordingvio scenarios, optimistic (high behavioral
change and low spread of HIV) and pessimistic (high spread of HIV and no behavioral
change).
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The impact of AIDS will be differentiated by age but will be similar for men and
women. This is because the model does not differentiate the infection rates for men and
women, although it is likely that as in othayuntries, the infection rates among women are
higher than those among men. Bearing this simplification in mind, let us turn now to the
results.

The effect of AIDS will be most severe among children due to the reductions in births
and deaths of young children and infantsrfrAlDS, and among adults aged 30-64. In 2020,
according to the pessimistic scenario, the pomraaged 0-14 could be 32% to 45% lower
(depending on the age group) and among thosd 88-64, the reductions would be 46% to
65%. In the optimistic scenario, the losses are 22% to 23% and 14% to 37%, respectively.
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AIDS deaths

The first case of AIDS was diagnosed in 1988Mozambique. Since then, the number of
deaths from AIDS has progressively ieased. In 2000, AIDS caused an estimated 84,000
deaths. In many countries of sub-Saharancafriife expectancy has already dropped as a
result of AIDS. In Botswana, life expectancy in 1999 was 39 years instead of the 71 it would
be without AIDS. In Zimbabwe, life expectaneyas 38 instead of 70. The rise in AIDS
deaths has already reduced life expectancy in Mozambique. Today, life expectancy is 43
years, instead of the 45 it would be without AIDS. In the long run, life expectancy could be
reduced even more. For example, by 2020, d¥pectancy in Mozambique could be 9-24
years lower than in the case of no AIDS (9 with high behavioral change and vaccine, 24 in the
pessimistic scenario with high prevalence rates).

Table 3 shows the AIDS deaths in Mozambique as calculated by the scenarios. There
are quite considerable differences. In the ls@&mario with continued low behavioral change
but also a slow spreading of the virugaths would rise to 278,000 in 2020. This number
could be 372,000 in the pessimistic scenario. Highavioral change alone would lower the
death rate to 46,000 in 2020, saving mo@ntR00,000 lives each year. The addition of the
vaccine would take aweagn additional 14,000 deaths.

Table 3. AIDS deaths in Mozambique from 2000-2020 according to the scenarios.

Scenario 2000 2005 2010 2015 2020

1) Base scenario low behavioral change 60,489 142,188 209,062 252,915 277,792
2) No AIDS 0 0 0 0 0

3) High HIV prevalence 60,489 144,763 237,305 318,959 372,028
4) Medium behavioral change 60,489 141,394 197,702 220,633 227,688
5) High behavioral change 60,489 138,523 157,190 104,745 46,221
6) High vaccination 60,489 142,188 209,062 249,928 168,574
7) Low progression rate to AIDS 60,489 138,823 191,410 235,844 270,329
8) Combination of 4 and 6 60,489 141,394 197,702 218,158 138,670
9) Combination of 5 and 6 60,489 138,523 157,190 104,342 32,988

As mentioned above, the incubation perimidHIV is presently about 7 years in
Mozambique. With the progression rates 45%dp than the present ones, the period of
incubation would be extended from 7 to 9 years. As a result, for adults, AIDS deaths would
occur on average 10 years after the infectitmwever, this does not have a big impact on the
number of AIDS deaths. With the low pregsion, there would be 270,000 deaths in 2020 as
opposed to 278,000 in the base scenario. The reason for this small effect is because if people
with HIV live longer, they can infect more people. Therefore, a policy that lengthens the HIV
incubation period, which is imperative on huntanan grounds, should always be combined
with policies to reduce infection, sl as higher behavioral change.

Births

AIDS affects the number of births through tieeluction of fecundity and the number of child-
bearing years among HIV-positive women. A lower number of births, resulting from
HIV/AIDS, is a significant contribwatr to slower population growth.

The effect of AIDS on the number of birtlsshown in Table. As described above,
in the optimistic scenario, prevalence declifresn 13% in 2000 to 2% in 2020 due to higher
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rates of behavioral change. In the pessimistic scenario, the HIV prevalence rate rises to 30%
by 2020. The effect on the number of birthewh the two HIV effects on births. There are
more births in the optimistic scenario tham the pessimistic because of the younger
population age structure and higher fecundity.

At present, 2% of all births are HIV positiiBy 2020, this figure could rise to 7% in
the pessimistic scenario and fall to under 1%him optimistic scenario. Infants who are born
with HIV generally have a life expectancy beldwo years, because they develop full-blown
AIDS more quickly than adults.

Table 4. Number of births according to tbptimistic (5 — high behavioral change) and
pessimistic (3 — high HIV prevalence and no behavioral change) scenarios.

2000 2005 2010 2015 2020

Total number of births

3) Pessimistic 714,719 702,561 679,453 638,313 581,881

5) Optimistic 715,226 714,758 723,785 740,537.5 748,820.2
Total HIV-negative births

3) Pessimistic 695,393 672,639 641,773 597,771 541,627

5) Optimistic 696,242 693,296 709,481 734,355 746,073
Total HIV-positive births

3) Pessimistic 16,105 24,935 31,400 33,785 33,545

5) Optimistic 15,820 17,885 11,920 5,152.05 2,289.35
Total AIDS births

3) Pessimistic 3,221 4,987 6,280 6,757 6,709

5) Optimistic 3,164 3,577 2,384 1,030 458
Proportion of HIV-positive births

3) Pessimistic 2.70% 4.26% 5.55% 6.35% 6.92%

5) Optimistic 2.65% 3.00% 1.98% 0.83% 0.37%
Conclusions

From a demographic point of view, in ttghort run, the impact of AIDS will not be
significant. Up to now, AIDS has had only a marginal effect on the age and sex structure of
the population, and on the patternnadrtality. In the long run, if HIV prevalence continues to
expand, the size and structure of the populatidinbe radically alteredparticularly in those
regions of the country most exposed to high risk and with few means to deal with the
epidemic. By 2020, population size in Mozaque could be 14% t®5% smaller than
without HIV/AIDS. The population age structuceuld be significantly modified from the
traditional wide-based pyramid. The biggest change will be visible in the age groups 0-14 and
30-64, which are the most affected by the/MIDS epidemic. Because HIV/AIDS affects
children as well as adults, the epidemic will have little impact on the dependency ratios.

HIV/AIDS will also affect life expectancyBy 2020, life expectancy could be between
32 and 50 years for men, compared to 53 witllbetepidemic, and 32 to 53 years instead of
56 for women.

The damaging impact of HIV/AIDS can be significantly reduced if large proportions
of the sexually active population were to beday to change thebehavior, for example,
by using condoms during risky sexual encountdréehavioral change reduced incidence
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rates by 80% by 2020, HIV prevalence in tharyeould be only 2%. Population size would

still be 20% lower than without the epidemiecause many AIDS déet are already built

into the present HIV prevalence structure, and because we assume that behavioral change
increases only gradually. In the worst case, with high transmission rates and no rises in
behavioral change, the population might be 3686 than without the epidemic and declining

by 2020.

Policies to reduce the impact of HIV/AIDS should include programs of information
and communication. The data from the Demobiapnd Health Survey 1997 show that 94%
of adult men and 82% of adwliomen in the reproductive ages have heard of AIDS. Although
there is widespread knowledge of the disease cémnot be said wittegard to knowledge of
how to prevent HIV infection. More than onerthof those questioned said there was no way
to avoid AIDS; more than 20% did not changeitlsexual behavior ispite of knowledge of
AIDS. These numbers show thatblic information programs #t educate people on the risks
of AIDS and ways to prevent it, are imperative as well as messages to modify sexual
behavior.

Even if a wholly effective and cheap vaccine were discovered within the next decade,
our simulations show that policies to promdiehavioral change are still the better option
because they can be implemented immediataig could be made accessible to all of the
population.

Finally, it should be mentioned that tlecuracy of the population projections for
Mozambique will depend on the quality of the available data, in particular, the information on
HIV prevalence.
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YOUNG ENTRANTS STAY IN SCHOOL LONGER:
EXAMPLE FROM MOZAMBIQUE

Annababette Wils and Manuel da Costa Gaspar

Introduction

The investigation that led to this papamse out of two conundrums concerning school
enrollment and dropout data in Mozambique. tFascording to recent statistics compiled by

the Ministry of Education, only 87% of the plgpin elementary school proceeded from one
grade to the next, or 13% dropped out athelevel. However, information from the 1997
population census showed that of the children who attended schodirserhetween the age

of 5 and 13 — generally in the elementary grades — only 13% had left school. How can the
high drop out rates given by the Ministry Bfucation be reconciled with the low drop out
rates found in the census? A detailed analyste@&chool entry and departure patterns, using
school enrollment data from the Ministry of Education, and stsi®n school attendance
from the 1997 population census show that a likely explanation is heterogeneity by age with
respect to school departure. Those who entevd@t a young age experience lower drop out
rates than older entrants. Second, informatiom the schools showed a much higher entry
rate at young ages than the census. An analysis shows that it is likely that pupils or teachers
under-report the age of first and second grag®lguperhaps for reasons of school access or
politics.

For the analysis of school drop out, school entry, grade promotion, repetition, and
departure were reconstructed over the peti@83-1997 with age-constant drop out and age-
differentiated drop out. The regstruction with substantially veer drop out rates for young
entrants and higher drop out for older schemtrants reconciled the high drop out per grade
with low drop out by age in the pre-teenayg It also reproduced the 1997 age-specific
enrollment curve and the number of pupils.céing to the approximations, students who
entered school in 1997 between the age of 57acan expect to finish 6.9 grades of school,
compared to 4.7 for those who enter at ages 8-10; 3.3 for entrants aged 11-14; and only 1.7 for
those who enter later than age 15.

Delayed school entry has recedvlittle attention in the literature, but the results show
that this is unjustified, givelits deleterious effect on Isool outcome. While we did not
duplicate the calculation for otheountries, we believe it isot unlikely that a similar
situation prevails in other countries, whiche aimilar to Mozambique, in that late school
entry is common.

It is plausible that early entry mightdd to longer school enrollment. Parents who
send their children to school as soon as passibght be more motivated about education in
general, and be able to afford the time and financial investments to see their children through
a long enrollment period. Older children, in particular teenagers, are more likely than younger
children to have conflicting sponsibilities within the household or at work. Some of the
causes of late entry might also cause early eqga For example, Caldwell (1967) suggested
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that children who have a long ikao school might not be abte attend until they are older.
At the same time, the long distance wouldoabe a reason for pupils to drop out. In
Mozambique in 1997, 18% of the populationswmaore than 5 kilometers away from a
primary school. Almost all (89%jyere more than 5 kilometeasvay from a secondary school
(Ministério do Plano e Financas et al. 199Mother reason a child might enter school late is
because parents can only afford to send thdéldreim to school sequentially, meaning a child
might first have to wait his drer turn, and then must give way to the next in line.

Late School Entry in Africa

Late school entry is pervasive in Africa (Lloyd and Blanc 1996; UNESCO 2001). Figure 1
shows age-specific enroliment in 18 Africaauntries in 1996. If all children enter at the
official school intake age, there is a short, phage in enrollment at that age. There are only
four countries where this is the case: Egypinisia, Algeria, and Mauritius, none of which is

in continental sub-Saharan Africa. In theéhet countries in the figure, enrollment rises
gradually with age, starting from age 5 and continuing up to age 8, or as high as age 12 in
Tanzania and Lesotho. A rising enrollment regeage means that people are still entering
school. But even where the enroliment rate as ftom one age to the next, there is often a
flux of pupils, with some depting and some entering school.

Figure 1. Primary enrollment rates in 1996 Adrican countries where data was available
from UNESCO. Sourceyww.unesco.org
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Togo Tunisia —&— United Republic of Tanzania

Another indicator of late entry is the ratio of thpparent intake rateand thenet
intake rate.The apparent intake rate equals the total number of new entrants in the first grade
of primary education, regardless of age, exggdsas a percentage of the population at the
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official primary school entrance age. The net intake rate equals the total number of new
entrants in the first grade of primary educatof the official primary school entrance age,
expressed as a percentage of the populatioreaiffttial primary school entrance age. If the
apparent intake rate is highévan the net intake rate, thraplies late school entry (barring

the unlikely case that many children enter school before the official school entrance age).
Table 1 shows the 1996 appareriake rate, net intakeate, and the ratio for seven African
countries where the data was availablenfrtJNESCO. The highest ratios are found in
Lesotho (3.4), Eritrea (2.9), and Swaziland (2.1). Figure 1 confirms that these are indeed
countries where enrollment increases by age until age 9 or higher.

Table 1. Apparent intake rataeget intake rate, and the ratio apparent:net intake for seven
African countries in 1996 for which the tdawere available from UNESCO. Source:
WWW.UNESCO0.0rg

Country Apparenintakerate Net intake rate  Ratioapparent:at intake rates
Algeria 100.8 77.3 1.30
Eritrea 42.3 145 2.92
Lesotho 102.6 30.2 3.40
Mauritius 110.1 82.2 1.34
Niger 31.6 19.3 1.64
Swaziland 115.2 54.6 2.11
Tunisia 101.7 87.8 1.16

If late entry leads to higher drop out atéhen there should be a negative relationship
between late entry and overatthool performance. One expressof this relationship could
be that the more late schooltgnprevails, the larger the ratio of enrolilment at age a:a+x,
compared to thesurvival ratio to grade X If there is no late entry and survival to, for
example, grade 4 is 50%, then assuming tiatcommon official school entry age is 6, the
ratio of school enroliment at age 10:age 6 is 0.thdfe is late entry, and survival to grade 4
is 50%, then the ratio of enrollment age 10:6geould be higher than 0.5, because, although
half of the children who started school at &ggave dropped out by age 10, the other children
who entered school lategplaced them. Repetition will tend ittflate the ratio of enrollment
at age a:at+x, and there are confounding effects of changes in school entry and school
retention over time.

Figure 2 plots school survival to grade 4 against an enrollment age of 10:6 for
countries in Africa, 1970-1995. those countries where the offitischool entry is age 7, the
ratio for age is 11:7. There are 291 pairs 39 countries available from UNESCO. The
diagram is divided into four areas with the pbksicombinations of low or high survival and
low or high late entry. Area | containsregival ratios below 0.8 and enrollment ratios age
10:6, which are more than twice as high as the survival ratio, indicating late entry. There are
24 countries, which were in this area ie tperiod 1970-1995. Mozambique, which is in this
area, is highlighted with distinctive markeand labels. In the beginning of the 1980s,
Mozambique was an outlier with extremely low survival ratios and very common late entry.
The two more recent points, for 1994 and 1995,caudi that the country is now within the

* Survival ratio to grade x = Percentage of a cohort oflpemrolled in the first grade of a given level or cycle
of education in a given school year who are expected to reach grade x. Calculation method provided in
www.unesco.orginder Statistics.
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realm of more common experience. Area Il hagh survival ratios above 0.8 and also high
late entry. There are 18 countries in thi®a, including Botswana and Burkina Faso, for
which a long time series was available. THiews that late entry can be combined with good
to complete retention. One implication fdurther study would be to identify the
circumstances in these countries that allow &tgants to stay in school. Area Ill with 11
countries has a low survival ratio and low latgry. Area IV shows high survival and low
late entry in 14 countries. In 13 of these 14 coastschool is nearly universal. In Djibouti,
enrollment by age never reaches 40%. Becawse tire shifts in school experience over time,
some countries are in more than one adegending on the year. It is most common for
countries to be in both Areas | and Il, with cstent late entry but variable grade survival.

Figure 2. Scattergram of the ratio of schearollment age 10:age 6 (or age 1l:age 7, if
official school entrance is agr) and survival to grade 4.

ratio of enrollment age 10:6
| qu survival 14 I I High survival
High late entry High late entry
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Cote D'lvoire 90-1 Mauritania 84
ERtCon%c; 70,90-2 8 Namibia 94-5
ritrea Niger 88,89,90
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Lesotho 70,80-91 Zambia 80-3
Madagascar 88,89,94 . AMozambique 93 Zimbabwe 82
Malawi 80-2,84-8,90,92,94 A Mozambique81 A Mozambique 94
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Mauritania 93-5 Low late entry
Niger 80,90 )
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Gabon 86 Senegal 80-3
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Rwanda 80-9 Tunisia 80-2,84-95
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The figure shows that in Africa, countriean the gamut with regard to possible
experiences for late school entry and gradwigal. In some countries most children reach
grade 4, but many enter school late (Botswama)auritius and the North African countries,
children enter school at age 6 and most of themech grade 4. However, in many sub-Saharan
countries, there is combined low survival and late entry.
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From the figure we conclude that whileetbombination of latentry and poor school
performance is not universal,ig common. The combination could be the result of a weak
school system overall, and/or school survivaehegeneity, where late entrants have lower
survival rates. Our analysis indicated the latter for Mozambique.

School Attendance Data from Mozambique

We turn now to the case study on Mozambique, which allows a much more detailed
investigation of lateschool entry and school survival. For our analysis, we use the 1997
census. Mozambique is a large country emerd@iom a long period of war, with a rapidly
expanding school system. In 1992, when tlead® Agreement was signed, there were 1.3
million pupils in primary school; by 2000, tleewere 2.5 million. Relataly speaking, school

entry has increased even more. In 1992, 267,000 students entered first grade; in 1995,
349,000; and by 2000, 582,000. The country has been building an average of 500 new schools
annually since 1992, and there are now appmately 7,300 primary $wols. Still, the
country’s education profile is similar to that mfany other poor countries in Africa. Net and
gross primary enroliment rates were 0.48l &.74, respectively, in 1997, although by 2000,
gross enrollment had increased to an estimat@edl (data made available by the Ministry of
Education, Maputo). As in many sub-Saharaaontoes, school entry is delayed (Lloyd and
Blanc 1996), although at present, it is progatlbse to complete. There are high drop out
rates for each grade.

Data sources

The analysis uses two data sources: 1187 population census conducted by the Instituto
Nacional de Estatistica; 2) schamiroliment and repeaters by grade and sex, collected from
schools by the Ministry of Education.

In almost all countries, Ministries of Eclation or related ingutions provide annual
statistics on school enrollment,maly, children in each grade and repeaters. From these data,
indicators, such as the gross enrollment tatet enrollment rat,intake rates, school
survival, and school life expectancy are calculdtéul.addition, census data, collected at
larger intervals, contain valuablgormation abouschool attendance.

What can a population census provide isatew? A census collects information on
school participation from the hoeisold rather than the school, and so is a “reality check”. A
census also provides the corrémt more correct) base populatitor the calculation of rates.

It provides information that is otheise unavailable, namely, on people who amd in

school. A census might ask: of those who are presently in school, what is the highest
grade completed? Or on a more basic lewklether the person iguestion never attended
school, or did attend school, but left. The laggece of information, if provided by age,

® Gross enroliment rate — Total enrollment in a specific level of eidncaegardless of age, expressed as a
percentage of the official school-age population corresponding to the same ledeicafion in a given school
year (definition taken from http://unescostat.unesco.org/en/stat8/stats

® Net enrollment rate — Enrollment of the official age group for a given level of eduaatjwessed as a
percentage of the corresponding population (definition taken from
http://unescostat.unesco.org/en/stats/stats0.htm).

" See for exampleyww.unesco.ordor an extensive global collection.
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allows an estimation of age-specific drop out rates, which are not normally available from the
annually-collected, published data.

Census data

The basic census data for our analysis ginBsmation on the number of people who 1) are
presently attending school, Bave left school, an@) have never attendeschool, by single
year age groups from 5-34. Tpeoportionsof each age group in these three categories are
shown in the bars of Figure 3. The figure shdhat in 1997, at age 5, almost no one had ever
attended school, and only a dhportion was presently in school. The proportion that never
attended school is generally lower for eacmsecutive age group until age 13, as more and
more people enter school. At age 13, only 37% never attended schogtatel decline in

the proportion of those who wer attended school signals that children begin school at
various ages, ranging from age 5 to age 13.rAftee 13, we see that the proportion that never
attended school rises. At age 19 and higladout 50% never atided school. The high
proportions of people who nevettended school at age 19 and above reflect the low levels of
school enroliment during the civil war, when tegmople were of normal school age. Also, in
general, the proportion that has left school gradually takes up more of each bar, as with each
consecutive age group a larger portion has quit@cihere are a few fluctuations within the
general pattern. In section 0, school intaké achool drop out rates by age are calculated
with this data.

Figure 3. Proportion of people in Mozambe in 1997 who never attended school, are
presently in school, and left school, by oymar age groups, ages 5-34. Source: Instituto
Nacional de Estatistica (1999).
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School data

The relevant information from the Ministrgf Education is collected annually from all
schools. The schools provide infioation about the number of pupils by grade, age and year,
the number of repeaters, and the numbelreathers and classrooms. We obtained the total
pupils and repeaters, per grade and &@x1992-1995 and 1998-2000 (the latter three years
also by province), and the total numberpoipils by age and grades 1-5 in 1997 and 1998
(unpublished data) thanks to the generosity efitinistry of Education. From these data, we

can calculate promotion rates, repetition rates, and the drop out rates in the earlier of the two
years. The promotion rates equal:

First time in gradeca29radex+1
Enrolledvear L.oradex .

The repetition rates equal:

Repeatergear 2, grade x
Enrolled, year toradex ,

The drop out rates are:

Enrolledyea L.orade x_ Repeaters® 2.gadex_ Eijrst time in grades 2, grade x+1
Enrolledyear . oradex .

A numerical example is given in Table 2.1899, the promotion rate from first grade
to second was 420,689/708,120 = 0.59; repetition in first grade was 190,558/708,120 = 0.27;
and drop out was 0.14 for malasd females taken together.

Table 2. Example for the calculation obprotion, repetition and dp out rates using 1999
and 2000 data for first and second grade.

Year Classification Grade 1 Grade 2

1999 Enrolled 708,120 514,996
Repeaters 190(558 127,066
Firsttime $517{562 387,930

2000 Enrolled Y70[977 551,764
Repeaters 190,558 131,075
Firsttime $80,419 420,689
Dropout 96,873

Compatibility of data

The two data sources agree on the number olgirpelementary school. According to the
information collected by schools, there wé&r819 million students enrolled in primary school
in March 1997 (first and second level) comgzhto 1.900 million counted by the census in
August 1997. However, there are differences in the age structure of the pupils. Figure 4 shows
pupils aged 6-10 according to the two data sources. Clearly, the schools show a younger pupil

51



age structure than the census data. At ager ex@ample, according to the school data, the age
specific enroliment rate is 47% compare®18s6 found during the census. On the other hand,
the school data show age specific enrolimemlidimg beyond age 10; the census data does
not.

One possible explanation fane difference is that children who enter school under-
report their age in order to be accepted (dwst officials say their first and second grade
pupils are younger than they really are), while during the census count, age reporting was
more correct. Another discrepancy, discusséat,las in school retention. The drop out rates
in each grade of primary school, according t@elkations made with thschool data, ranged
from 9% to 35% in the period 1995-1999. Howe\aecording to the census data, only 10%
of those who entered school left by the time they were 13 years old, meaning that there was
high retention at the young ages, whitled many of the primgy school classes.

Figure 4. Elementary school pupils by &840 according to information collected from
schools and by the 1997 population census. Data fichools shown disaggregated by grade.
Sources: Population census CD-Rand school data provided bye Ministry of Education.
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School Intake

In a school system such as that of Mozayubj children and adults enter school at a wide
range of ages, and drop out occurs at eagey group. Both the school information and the
census can be used to estimate of the age pattern of school entry.

To obtain a rough estimate of the age-specific school entry pattern from the census, we
look at the differences in the proportions lsbse who never attended school from one age to
the next. We need to adjust for the fact #ratollment was increasing rapidly by about 9% in
1997 (about 4 percentage points are simply a result of increasing age group size). The
estimated proportion starting school at ags:

S,=Nn,-n,,(1-.05) vi]
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wheren is the proportion who never attended school, age asd s represents the school
starters.

From the schools, we have pupils in figgtade by age, but need to subtract the
repeaters, in order to obtain the entrants. @lvegpetition is 0.27 in the first grade, but might
differ by age. The number of pupils who started first grade in any given year, by age, is:

S=E 1 5(1-r15)/Pa, 5)

whereE, , is the number of pupils enrolled in grade 1, age; is , is the repetition rate for
grade 1, andP, is the population at age

Figure 5 shows the estimates for school erdtgs by age from the above calculations.
Both sources agree that the highest rates lmbdcentry are at age 7, but not on the level.
According to the census data, about 19% of the 7 year olds entered school in 1997, compared
to an estimated 36% according to the school.datehermore, according to the census, there
was still substantial school entry in the early teen years, whereas the school data show entry
tapering off towards zero. The difference exptaalmost all of the overall enrollment rate
discrepancy. Hypothesis 1 arose from this comparison:

H1: Pupil age reported in grade 1 and possibly 2 is often lower than the actual age.
The analysis of school drop out in thexhgection confirms this hypothesis.

Figure 5. Estimated school entry in 1997 be,aaccording to calculations with school data
and with census data. Age constant tiéipe in grade 1 = 0.27 regardless of age.
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Drop out by grade: School data

Legare (1972) developed the method to calcudasgnthetic cohort survival by grade, which
is the basis for all of our survival and drop eatculations, and which is the method used by
UNESCO. The survival to gradeis a quasi-lifetable, which gives texpected number of
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grades completédunder present promotion, repetition, and drop out rates. The original
method does not differentiate by age, buheg treats all entrants as one group. The
spreadsheet with which one does the catauhs is shown in Appendix Table A.

With this method, one can calculate t&hool survival curves — the proportion of
original entrants who reach grade The survival curves for 1994 and 1999 are shown in
Figure 6. Both of the curves are very similarefiénis a somewhat higher survival rate in 1999
at grade 6 and above (those school levels hitjtzar basic primary). This means that in spite
of the rapid expansion, the school system hasn able to maintain the same level of
efficiency, which is an extraordinary achievement. The retention from grade 1 to 2 in 1999
was 81%. Only 71% of those who start sche@ealch grade 3; 48% finish the lower primary
level grade 5; and a mere 6% would comptaeewhole 12 grade school cycle with the 1999
retention and repetition pattern. In terms of drop out rates, this means that in first grade, a
total of 19% of the first graders left school1899; 13% of the second graders; 18% of the
third; and 17% of the fourth graders. The dotted lines in the figure show the corresponding
1994 and 1999 drop out rates in each classhénlower grades, the overall drop out level
ranges from 13% to 20%. There are clear spitegrade 5, 7 and 10, the transition grades
from one school level to the next.

Figure 6. Grade specific school survival and drop out, starting with a cohort of 100 at grade
1, using 1994/1995 and 1999/2000 enrollment data from the Ministry of Education.

1.00
0.90 survival 1994
0.80 survival 1999
0.70- = = = drop out rate 1994
0.60 = = = drop out rate 1999
£ 0.50-
0.40
0.30
0.204 « .=
R
0.10
0.00 -
1 2 3 4 5 6 7 8 9 0] 1 12
grade

® Grade expectancy to grade= the number of grades a pupil who enters school can expect to complete if the
present promotion, repetition, and drop out rates prevail throughout the pupil’s enrolimentat€dlaslthe sum

of survival ratios to grade. Primary grade expectancy includes only primary school enroliment. Overall grade
expectancy includes primary and secondary enrollment up to grade 12.

° During a previous period of rapid expansion, in the early years after independence, therigmifisamisloss
of efficiency as school intake levels expanded, according to the data provided on the UNESCO website.
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Drop out by age and grade: School data

The available school information allowed an mestie of the drop out rates by age for grades
1-5in 1997 and 1998. To make this calculatioe, ltegare method was modified to include

each age and grade group as a separate minitc@tberwise, the calculations are as above.

The calculations require repetition rates or tiuenber of repeaters. Three estimations were
made: constant repetition rates, repetition rising with age, and repetition falling with age (see
Appendix Table C). Figure 7 shows the age and grade specific drop out rates for 1997
arranged by grade. The overall drop out rates for each grade — counting all the ages in each
grade together — are shown in the panels along with the rates calculated above.

Figure 7. Estimated drop otdtes using school data and threariations for repetition rate:
constant repetition regardless of age (solid black line); lower repetition at higher ages (solid
gray line); and higher repetition at higher ages (dotted line).
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For grade 1, estimated drop out rates at ages 9-13 are negative, and similarly for grade
2 age 11, grade 3 age 7 and grade 4 age 8. Negative drop out rates mean that the mini-cohort
grew: there werenorepupils enrolled in 1998 at age-1 (including repeaters and those who
were promoted), than there were at age 1997. If the ages of many pupils at lower grades
were reported too low, particularly in the figgtade, this is the pattern of numbers we would
expect. Say a pupil who was actually 9 years old told teachers she was 7 when she entered
first grade (or teachers reported her age as 7). Assume she was promoted, and that when she
got to second grade in the next year, her aga&, which would be 10, was reported. In the
statistics, there would suddenly be an extralpage 10 in the second grade, while a 7 year
old first grader would appear to haveopped out. With enough similar cases, one would
observe, as we do, negative drop out rates for children who were 9 in grade 1, and
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exaggerated drop out rates for 7 year old fiystders. This finding supports hypothesis 1
above.

A second finding from the figures is that iragdes 3 and 4 drop out rates rise with age,
regardless of the repetition pattern chosen. The differences are large: for example in third
grade (with rising repetition rates) only 0.05 thie 7 year olds dropped out of school,
compared to 60% of the 16 year olds. Moreover, the constant and falling repetition rates
produce implausible negative dropt rates at ages 7-9. Only rising repetition — from 0.1 at
younger ages, to 0.3 for older pupils in both grades — have overall positive drop out rates. This
seems to indicate that within grades 3 and 4, like drop out rates, repetition rises with age (it
might if, for example, higher order repetition leads to discouragement and drop out).

For grades 1 and 2 rising drop out ratesl@ese obvious. At least one can say that drop
out rises from age 11 onwards, but that th#éepa at younger ages is unclear, due to age
under-reporting.

Drop out by age: Census data

Figure 3 above shows the proportion who &dhool and those who are enrolled using the
census data. Together, these form the group of people who have had access to schooling. We
can see that, of this group, the proportion who left school increases with age, as it should.
Figure 8 shows the proportion, which has $eftool from ages 5-21 for urban and rural males

and females. The proportion, igh has left school (of those who entered) byage

|X: 1‘6)(/23( 6)

whereeg, is the proportion of the age cohort enrolled in school atxagadZ2s;, is the total
proportion of people who entered school atage before.

Figure 8. Proportion of childremho have left school, ohbse who attended, ages 5-21, 1997.
Calculations made with data from the Instituto Nacional de Estatistica (1999).
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The figure shows that for all four groupse tbroportion which has left school is under
10% up to ages 11-13, depending on the groupclea that retention at young ages is high.
During the teenage years, the proportion whichléi@school rises mogor rural females and
least for urban males. By age 21, only 4%hs rural women who ever attended school are
still in school, compared to 23% of the urbaen. By age 28, 95% or more of each of the
four groups has left school. More than 40% of the adults ages 20-34 who are attending school
are enrolled in primary. This means that oldentgers and adults enter,return, to school.

It is clear that most schodeparture occurs in the teeeagears and very little in the
pre-teen years. The school retention impliedhsy census and by the school data appear to
contradict each other. How can it be thatrenthan 90% of those who have ever entered
school are still in school by ages 11-13 (mosthoke in lower grades), when the enrollment
data indicate that 13% to 20% are lost with each grade progression in the lower grades?

The explanation must lie in the heterogeneous drop out rates as discussed above. The
older the pupil in each grade, the more likelydneshe will drop out. If this is true, then it
might be possible to have high retemntirates at young ages, even thoughotherall drop out
rates in each grade are comparatively high. Since the younger pupils in each grade are those
who enter school early, and possibly, thosth vower repetition rates, hypothesis 2 is:

H2: Young school entrants have lower drop out rates than older entrants.

Cohort Reconstuction with Age-Differentiated Entry and Drop Out

To test the hypothesis, we reconstruct scladt@ndance in Mozambique in such a way that
the results show drop out by grade and ageyelsas overall schoatnrollment by age in
1997. A number of adaptations were made t ltbgare method. First, to account for age-
differentiated school entry, we treat eacke-@gtry cohort as a garate group. Second, drop
out and promotion are differentiated by ageentry. Third, histacal rates of school
promotion, repetition, and departwee used for the reconstruction.

Historical entry, re petition and departure

Because of Mozambique’s restless history other past 20 years, school attendance has
fluctuated considerably. In the first yeaafter independence in 1975, before conflicts
between the government and the opposition momérgeew into a full-fledged civil war,
apparent intake ratea®se quickly. Unfortunately, aseahwar intensified and the opposition
targeted schools in particulantake dropped by 50%, to 63 in 1992. Since the signing of the
Peace Agreement in 1992, apparent intak® risen again and was 113 in 2000.

School survival by grade fluctuated as welligh intake rates, but also very high drop
out rates characterized the early periodnofependence. In 1982, for example, only 21% of
those who entered school reached fourth gridmdelowest in Africa at that time (according to
available data). Throughout the war, there aetsially a gradual tendency for school survival
to increase. In 1993, survival to fourgrade was 47%; by 1994 was 58% and it has
remained constant since theRepetition by grade has bekmgely unchanged since 1981,
fluctuating between 23% to 30% (depending ongitaele), with a slight tendency to decline.

Putting variable school intakaver time into the reconstrtion is relatively easy; we
simply shift cohorts up and down according to rislative apparent intakete for that cohort
(the most recent cohort is thase). Survival and repetition nation is very difficult, and
would require simulation rather than a spidebt reconstruction. Luckily, school survival
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and repetition did not shift recently as muchiraake. A majority ofpupils who were in
school in 1997 had entered since 1993.

Another problem is the entry rates by agéile the analysis above suggests that the
age pattern of school entry indicated by the stldata exaggerates the entry rates of young
pupils at the expense of older ages, it doesmititate by how much. As a solution, the entry
age pattern found with the census data is used (see Figure 5).

Reconstuction assumptions

There are, of course, a number of simplifyaggumptions in the reconstruction. First, school
survival and repetition are assumed constant over the historical period included in the
reconstruction. For the years 1994-19R8i& assumption is close to reality; in earlier years,
survival was lower than in the reconstructidhis means that the reconstruction will tend to
inflate enroliment at higher ages and higher grades.

Second, within each age-of-entry groygomotion, repetition, and drop out are
constant regardless of how many times the student has repeated the grade. This is the same
assumption as Legare and UNESCO use in their calculations of survival. In reality, multiple
repetition probably acts as a discouragement, so drop out rises with the number of repetitions
in a grade. One effect would be higher téfma rates for older pupils within each grade (as
suggested above). Since the numbers foors@nd third order repgon are small in the
calculations, this effect does not make a bftedénce to the outcome. Promotion might vary
between those who are in a grade for the first aime repeaters, although it is hard to say in
which direction. On the one hangpetition gives slower studeninore time to acquire the
necessary knowledge; on the other,weaker students are those who repeat.

Further, it is assumed that school entrguws in ages 5-25 and school enroliment up
to age 34 is reconstructed. The pattern of scleotdy by age is constant, but the level is
variable depending on the year of entrjthAugh the school data does not show any school
entry beyond age 15, the high incidence ainpry school enrollment at ages 20-34 suggests
that there is some.

Reconstruction method

To include school entry at multiple agesge tBpreadsheet for the synthetic cohort (see
Appendix Table A) has to be rearranged to accommodate three rather than two dimensions,
namely, age of entry, years since entry, and grade. We rearranged age of entry and age as a
column, and years since entry in rows, withdg as a secondary category in rows, as shown

in Appendix Table B. The first column shows the estimated school entry rates for 1997. The
second column has those repeating gradequialeto the number of first graders in the
previous age group in 1997 times the repetition reEte third column has those in grade 2 for

the first time, equal to the first graderstire previous age group times the promotion rate.
And so it continues for all ages, grades, ardkers of repetition. The aallations were made

for grades 1-12 and for 16 years, which laliisa small proportion of the enrollment at the
highest grades, because with high repetitiorsyatéakes many studentnore than 16 years

to complete the full school cycle. Howevere thumbers are very small: by year 16 only 1%

of the original school entrants is still enrolled.

The synthetic cohort of Legare is prosipez higher order years (those who are in
their second, third, etc., year of school) arargebeyond the base year. In the historical
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reproduction, it is the other way around: those \ah® in their second, third, etc., year are
pupils who enteretbeforethe base year. For example, with 1997 as the base year, those in
year 2, rather than being an estimate of school enrollment in 1998, would be pupils who
entered in 1996 and are in their second yeachbol. Those in year 3 would be pupils who
entered in 1995, and so on. The reconstructiorudted historical variation of school intake

by multiplying the pupils in yeax of the synthetic cohort witthe ratio of school intake
(1997-X+1):intake(1997). This chge shifts school enrollment by age down (since pre-1997
intake was mostly lower than 1997) as compdoethe synthetic cohort. It does not affect
survival by grade and the proportion who have dropped out by age.

This reconstruction is used to test théeetfs of age-uniform and age-differentiated
school experiences. In the uniform-rate calttatg promotion, repetition and drop out rates —
equal to the overall, grade-specific rates of 1997 — weeestime within each grade,
regardless of age of entry. For age-difféiaed school performanceseparate sets of
promotion, repetition, and drop out are prepai@deach age-of-entry group. Two sets of
variations were tested. In the one that is used, repetition is constant regardless of age of entry;
drop out is differentiated; angromotion rates are the residudlone repetition rate-drop out
rate. In another set, the promotion rates ate benstant, and repetition is the residual of one
promotion rate-drop out rate. The thought iatthlthough students of all ages would have
similar performances within a grade, repetitwould act as a greater discouragement for
older pupils. The second set ekperiments does not reproduttee historical values of
survival and enrollment nearly as well as the first.

Table 3. Overall 1997 prortion, repetition, and drop outates, and four groups
differentiated by age of entrource: Authors’ calculations.

Grade
1 2 3 4 5 6 7 8 9 10 11 12

All ages together

Promotion rates 059 062 056 0.60.41 051 0.26 0.50 058 0.25 0.89 0.78
Repetition rates 0.31 0.28 0.29 0.24 0.24 033 0.35 0.33 0.31 040 0.09 0.22
Drop out rates 0.10 0.10 0.15 0.153%. 0.16 0.39 0.17 0.11 0.34 0.03 0.00
Entrants age 5-7

Promotion rates 0.68 0.69 0.70 0.70.55 0.51 041 050 058 0.36 0.89 0.78
Repetition rates 0.31 028 0.29 0.24 024 033 0.35 0.33 0.31 0.40 0.09 0.22
Drop out rates 0.01 0.03 0.01 0.062D. 0.16 0.24 0.17 0.11 0.24 0.03 0.00
Entrants age 8-10

Promotion rates 0.66 0.63 0.69 0.60.24 0.42 0.06 0.54 0.60 0.32 0.89 0.78
Repetition rates 0.31 028 0.29 0.24 024 033 0.35 0.33 0.31 0.40 0.09 0.22
Drop out rates 0.03 0.09 0.02 0.1553®. 0.25 0.59 0.13 0.09 0.28 0.02 0.00
Entrants age 11-14

Promotion rates 0.63 0.53 0.49 0.38.03 0.01 0.06 0.50 0.58 0.36 0.89 0.78
Repetition rates 0.31 028 0.29 0.24 024 033 0.35 0.33 0.31 0.40 0.09 0.22
Drop out rates 0.06 0.20 0.23 0.3874€. 0.66 0.59 0.17 0.11 0.24 0.03 0.00
Entrants age 15-25

Promotion rates 0.40 0.13 0.11 0.1.03 0.18 0.06 0.50 058 0.25 0.89 0.78
Repetition rates 0.31 0.28 0.29 0.24 0.24 033 0.35 0.33 0.31 040 0.09 0.22
Drop out rates 0.30 059 0.60 0.6174. 049 059 0.17 0.11 0.34 0.03 0.00
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To find the differentiated drop out ratebe population was manually divided into
age-of-entry groups and the drop out rates ameuadty tweaked to achieve a “good” fit of the
reconstruction to the data. lather words, there was neither a computerized iteration
procedure nor a formal @asurement of the “good” fit. Thisd to four age-of-entry groups:
those who enter school at ages 5-7; ages &d€s 11-14, and ages 15-25. In reality, there is
no doubt a continuum of school experience byagentry, rather than discrete groups. Also,
the actual drop out rates probably differ froimose estimated. It should be noted, however,
that any changes to drop out tend to rippleulgiothe whole, enrolled population, so there is
no room for terribly large errors. The results are shown in Table 3.

The reconstruction results are fitted toe#trempirical observations: 1) survivors by
grade in 1997 — from school data; 2 throportion who left school by age— from the
census data; and 3) overall age-specific scleoobliment — from the census data. In the
spreadsheet, survival by graxies equal to the sum of all those enrolled in gradevided by
the sum of enrollment in grade 1. Age specific enrollment is equal to the sum of all
enrollment at each age, regardless of age of entry, grade, and year. Finally, the proportion of
those who have dropped out by age equal to one minus enrollment at agéivided by the
sum of school entry by agg(see Eqg. 6).

The results are shown in Figure 9 in thpamels for 1) historical 1997 values (solid
line), 2) historical reconstructn with uniform drop out rates (&b line with squares), and 3)
reconstruction with drop out diffentiated by age of entry (solid line with circles). In panel A
for survival by grade, all three lines overlap. The uniform reconstruction rates are identical to
the 1997 historical values, which are produeath uniform drop out rates (so they are
identical for the reconstruction with historical and uniform rates). The differentiated
reconstruction was able to reproduce survival almost exactly.

In panel B, the proportion who has left school, the uniform rate reconstruction leads to
an immediate and fairly constant rise in thegmrtions who have lefichool, quite contrary
to the 1997 values. The differentiated recardton does much better. It has the same
sigmoidal shape as the historiealues, although it rises at dlily younger ages — we were
not able to remove this digpancy with the four age-of-entry groups. Perhaps it would be
possible with single year age-of-entry categari@ fact, shifting from two to three to four
age-of-entry groups led, with each step, to a closer reproduction of the historical values. To go
beyond the four groups was impractical, however, becawse there strong diminishing
returns to effort, and the manual fitting procedure became more complicated with each
additional group. More importantly, it did notdk like further disaggregation would lead to
important new insights.

Panel C shows age-specific enrollment. Theform rate reconstruction results in
enrollment levels that are too low from ages 7-18, and too high at older ages. Moreover, the
absolute number of students (found by multiplyleach age-specific enrollment rate by the
population of that age) is far too low witbonstant drop out. The differentiated rate
reconstruction fits much better to the cendata, and the number of pupils is correct. The
actual number of primary and secondary sclsbatients, according to the 1997 census, was
2.009 million. The uniform rate reconstrugtideads to only 1.644 million, while the
differentiated reconstructn produces 2.016 million students.
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Figure 9. Survival by grade (panel A), proportion who have left school by gugnel B),
and school enrolliment by age (panel C) for 1997. Historical valudig (see), historical
reconstruction with uniform droput rates (solid line with sques), and recomgiction with
drop out rates differentiated by ageewitry (solid line with circles).

Panel A. Survival rates

Panel B. Proportion left
school by age of those
who entered school.

Panel C. Age-specific
enrollment rate.
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Table 4 shows survival rates to graxiend total grade expectancy for the overall

historical rates of promain, repetition, and drop out, and fibre four age-of-entry groups

using the differentiated rate reconstruction. The young entrants, ages 5-7, have very low drop
out percentages in grades 1-4; in fact, wenfl that 86% of those who enroll reach grade 5,
the last grade of the lower primary cycle. The school entrants ages 8-10 also do relatively well
in primary school: 65% finish the first cyclim the age-of-entry group 11-14, only 23% reach
grade 5, and of the oldest entrants, only 0.3 ghown in the table due to rounding). The
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expected grades completed ammmensurate; 6.9 grades for the youngest entrants; 4.7 for
the second group; 3.3 for the third; and 1.7 for the fourth. Interestingly, the 6.9 grades are
about equal to the expected grades cotegdlen Cidade de Maputo, where 85% of the
entrants who enter before age 13 are ages 5-7.

Table 4. Survival by gradend grade expectancy in 1997 wibkrerall historical rates, and
estimated for young entrants (ages 5-7), entrants ages 8-10, ages 11-14, and ages 15-25.

Age of Grade Survival to grade

Entry expectancy 1 2 3 4 5 6 7 8 9 10 11 12
All ages 4.4 100 86 74 58 47 26 20 9 7 6 4 4
Ages 5-7 6.9 100 99 95 94 86 63 48 32 25 22 16 16
Ages 8-10 4.7 100 96 84 81 65 21 14 3 3 3 2 2
Agesl11-14 3.3 100 91 66 45 23 1 0 0 0 0 0 0
Ages15-25 1.7 100 57 10 2 0 0 0 0 0 0 0 0
Conclusions

School entry and school retentiare important measures of a school system’s success. The
school system of Mozambique has long been lacking in both aspects, in part due to the havoc
wrought by a 16-year civil war, and before that, a racially discriminating colonial system.
Recently, there have been great improvements. Whereas apparent school intake in 1992, the
year of the Peace Agreement, was only 60 (67 for boys, 53 for girls), by 2000, the numbers
were 105 for females and 121 for mal@he average for both sexes was 1A %ichool
retention has remained constant over theé-p@s period. In 1994, those who entered school
could expect to remain 5.9 years accagdio the 1994 promotion, repetition and drop out
rates; in 1999, the number was hardly changed, 6.1 years.

One of the characteristics of the school eysbf Mozambique, as in many other sub-
Saharan countries, is delayed school entrpb®&oly, during this period of rapid school
expansion, there is more delayed entry thaghinbe the case in a stable school system, as
older pupils start school in regions that wpreviously unserviced. Delayed school entry has
not received much attention in the literature despite its prevalence. This is unfortunate,
because the results of this paper show thatdehool entry can have serious effects on school
achievement.

The analysis is based on school intakdiost retention by grade and by age, and
expected years of schooling using two impatri@ata sources: the 1997 population census and
annual data collected from schools. The combination of the two sources shows an apparent
discrepancy with regards to entering anavieg school. The school data imply far higher
entry at ages 6-9 than the census and |lemgny for the older children. Whereas the census
results indicate that school drop out in the f@®n years is very W, the annual enrollment
data from schools show that drop out in each grade is high, including those grades that are
largely populated by pre-teen pupils.

12 Data made available by the Ministry of Education, Maputo.

62



A further analysis of the data led to tlwgpotheses to explain these discrepancies:
H1: Pupil age reported in grade 1 and possibly 2 is often lower than the actual age.
H2: Young school entrants have lower drop out rates than older entrants.

In order to test the hypotheses, we liered the synthetic cohort method proposed by
Legare (1972) and used by UNESCO for the wation of school survival by grade. The
cohorts were separated not only by grade in yedout also by age in grade. This simple
change was used to test H1. To test H2,stohical reconstruction veamade, rather than a
period analysis. This included age-differenthtates of school enfr repetition, promotion
and drop out, and historical shifts inhsol entry. With this new method, 1997 school
enrollment, survival and drop oudites were reconstructedtivage-uniform repetition, drop
out and promotion rates (within each grade) and with age-differentiated rates.

The examination of H1 reconstructed drop mtes by age, using data from schools
for pupils by age and grades 1-5 in 1997 and 1998. The analysis shows that with the ages
reported in grade 1, there are high donp rates for ages 6-8, and implausibégativedrop
out rates for ages 9-13. This pattern would afisgany pupils in the first grade were reported
to be younger than they actually are, and if, by grade 2, the correct age were reported. In
grade 2, there would be a large influx oflel pupils not reported from grade 1 (causing
negative drop out rates), and there wdagda significant loss of younger ones.

The historical reconstruction to test H2®ls that by differentiating drop out rates by
age of entry, the low drop out rates in the pre-teen years observed by the census can be
reproduced, while maintamy the observed survival by grade and school enrollment by age.
According to the reconstruction, the school ex@&e of young entrants differs substantially
from that of older ones. While those who entered school at ages 5-7 could expect to complete
6.9 grades, according to the estimation, those who entered at ages 8-10 would complete only
4.7 grades; entrants ages 11-14 would completgrades; and the oldest entrants a mere 1.7
grades.

We do not pretend that the drop out ratsed in the reconstruction are an exact
picture of reality. In particular, the more ligeVariation of drop out rates is a continuum by
age, rather than a discrete difference leetw four groups. However, these results were
achieved with many manual vations and it was found that there is not much room for
maneuvering because each change ripplesigivehe entire school population, in particular,
changes at early grades. We believe that even this simplified reconstruction makes a strong
case in support of the hypothesis that sctdeparture is heterogeneous by age of school
entry, and further that the heterogeneity is large.

It is plausible that early entry might lead to longer school enrollment. Some of the
causes for differential drop out rates cobket higher motivation among parents who send
their children to school as soon as possibsnpeting responsibilities at home and at work
for older pupils; structural citonstances, such as a long amste to school, that make both
early entryand continued enroliment difficult. Whileve did not reproduce the calculation for
other countries in Africa, it is not unlikely thatsimilar heterogeneity exsselsewhere, as the
causes proposed above are not unique to Mozambique.

In Mozambique, as schooltake settles, #re will not be as many older pupils from
the catch-up effect of an expanding schooleystAs this happens, survival by grade should
automatically increase. Even with this expected effect, a policy specifically aimed at younger
school entrants could still be wanted. Also, policies to helplder pupils stay in school
could improve overall school survival. In soméert countries, such as Botswana, even older
pupils appear to remain in school. Perhapsetbing can be learddrom policies there.
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Appendix Table A. Simple representation of the calculations made in the schawdismethod with no age differentiation.

Promotion rates pl p2 pl2
Repetition rates rl r2 ri2
Drop out rates dl d2 di2 Expected years enrolled by grade
Enroliment yeafl E1,1=100 E1,1
year2 E1,2=E1,1*1 E2,2=E1,1*pl E1,2+E2,2
year3 E1,3=E1,2*r1 E2,3=E1,2*p1+E2,2*r2 ...
E12,12=E11,11*P11 E1,12 ... E12,12
E12,13=E11,12*p11 E1,13 + ...+ E12,13
+E12,12%r12
yearn El,n=El1,n-1*r1 E2,n=El1,n-1*pl+E2,n- ... E12,n=E11,n-1*pll Eln+ .. E12n
12 +E12,N-1*R12
Total expected years sum(E1,1..E12,n)
enrolled
Drop out year 1 E1,1*d1
year2 E1,2*d1 E2,2*d2
E12,12*d12
yearn E1l,n*d1 E2,n*d2 E12,n*d12
Survivors S1=E1,1 S2=S1- S12=S11-
sum(E2,2*d2...E2,n*d2) sum(E12,12*d12...E12,n*d12)
Expected grade completed sum(S1...S12)
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Appendix Table B. Synthetic cohortlcalations with age differentiateghtry (adapted from UNESCO method).

Year 1 2 3 3 N N
Grade 1 1 1 2 3 D11 12 Expected years
Age  Entrants Enrolled enrolled by age
Age5 S5 E1,1,5=S5 E1,1,5
Age6 S6 E1,16=S6 E1,2,6= E2,2,6= E1,1,6+
E1,1,5%1 E1,1,5%p1 ....+E2,2,6
Age7 S7 E1,1,7=S7 E1,2,7= E2,2,7= E1.3.7= E2,3,7=E1,1,6*p1  E3,3,7= E1,1,7+
E1,1,6%1 E1,1,6*pl E1,2,6*1 +E2,2,6%r2 E2,2,6*pl ... +E3,3,7)
E1,2,8= E2,2,8= E1,3,8= E2,3,8=E1,2,7*p1  E3,3,8= E1,1,8+
E1,1,7*1 E1,1,7*pl E1,2,7*r1 +E2,2,7*r2 E2,2,7*pl ... +E4,4,8
E1,3,89= E2,3,9=E1,2,8*p1  E3,3,9=
E1,2,8*1 +E2,2,8%*r2 E2,2,8*p1
Age25 S25 E1,1,25= E1,2,25= E2,2,25=
S25 E1,1,24*1 E1,1,24*pl
Age 26 E1,2,26= E2,2,26= E1,3,26= E2,3,26=E1,2,25*p1 E3,3,26=
E1,1,25*1 E1,1,25*p1 E1,2,25%1 +E2,2,25*r2 E2,2,25*p1
Age 27 E1,3,27= E2,3,27=E1,2,26*p1 E3,3,27=
E1,2,26*r1 +E2,2,26*r2 E2,2,26*pl
Ageb+ El11l,n,5+n= E12,n,5+n=
n E10,n-1,5+n-1*p10 E11,n-1,5+n-1*p10
+E11,n-1,5+n-1*r11 +E12,n-1,5+n-1*12
Age25 E11,n,25+n= E12,n,25+n= E1,n,25+n +
n E10,n-1,25+n-1*p10 E11,n-1,25+n-1*pll ...+E12,n,25+n
+E11,n-1,25+n-1*r11  +E12,n-1,25+n-1*r12
Total expected years Sum(E1,1,5
Enrolled ... E12,n,25+n)
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Appendix Table C: Repetition rates.

Constant repetition

Grade 6- 7 8 9 10 11 12 13 14 15 16 17 18+ Overall
gradel 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.2700
grade2 0.26 0.26 0.26 0.26 0.26 0.26 0.262®. 0.26 0.26 0.26 0.26 0.26 0.2600

0.26 0.26 0.26 0.26 0.26 0.2626. 0.26 0.26 0.26 0.26 0.26 0.2600

grade 3
grade 4 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.22 0.2200
grade 5 02 02 02 02 02 02 02 02 02 0.2 0.2000

Falling repetition by age

Grade 6- 7 8 9 10 11 12 13 14 15 16 17 18+ Overall
gradel 0.40 0.33 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.2679
grade2 0.60 0.50 0.40 0.25 0.20 0.20 0.202@. 0.20 0.20 0.20 0.20 0.20 0.2669

0.50 0.50 0.40 0.30 0.20 0.2020. 0.20 0.20 0.20 0.20 0.20 0.2578

grade 3
grade 4 0.50 0.40 0.30 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.2218
grade 5 0.40 0.30 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.2065

Rising repetition by age

Grade 6- 7 8 9 10 11 12 13 14 15 16 17 18+ Overall
gradel 0.10 0.20 0.30 0.35 0.40 0.40 0.40 0.40 0.40 0.40 0.2669
grade2 0.10 0.10 0.20 0.30 0.30 0.30 0.303®. 0.30 0.30 0.30 0.30 0.30 0.2687

0.10 0.10 0.20 0.20 0.30 0.3030. 0.30 0.30 0.30 0.30 0.30 0.2587

grade 3
grade 4 0.10 0.10 0.10 0.20 0.20 0.25 0.30 0.30 0.30 0.30 0.30 0.2172
grade 5 0.10 0.10 0.10 0.20 0.20 0.20 0.30 0.30 0.30 0.30 0.2031
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SKILLED LABOR IN MOZAMBIQUE, 1960-2020
Maimuna A. Ibraimo

Introduction

Mozambique is a country that has risen from ¢atastrophe of an #&xded war, which ended

in 1992. Since the democratic elections in 13nomic growth has been high, averaging
8% annually until natural disters imposed economic setbacks in 2000. One of the main
bottlenecks that may impede further rapid growth and rising labor earnings is the negative
impact of the HIV/AIDS pandemic on prodian and wages through declines in the
availability of skilled labor. For this reason,ist very important texamine the quantitative

link between HIV/AIDS, the market for skilled labor, and overall economic growth. The
purpose of this paper is to examine thitienship using an economic-demographic model
developed specifically teimulate conditions in Mozambique (Wils et al. 2001).

The 1997 population census estimated thdy 12,083 economically active persons
had completed a bachelor degree of educatianore. This corresponds to only 0.07% of the
population. Initial estimates by the Ministry of &lth indicate that 16% of adults aged 15-49
are infected by HIV/AIDS, and that this rate will stabilize at 17%. Projections by the
International Institute for Applied Systems Analysis (Wils et al. 2001) include a more
pessimistic scenario, in which the incidence rate rises to 35%. Even in the optimistic case,
HIV will infect 1.8 million people from 1998 t@010; this corresponds to an annual 7.1%
spread of the disease. Over the sameg@el.7 million people will die from the pandemic.
The death rate by HIV/AIDS is at 6.7% perayeThe consequence of this negative impact is
that population growth will be reduced frometlestimated rate of &4 per year in the
absence of AIDS, to 1.4% with AIDS. Ird@ition, life expectancy will decline from 50.3
years to only 35.9 years.

The skilled labor force will also be hard hit. This will have negative implications on
domestic production. On the one hand, the lafkskilled labor keeps away potential
investors; on the other, a ladk managerial expertise can hinder efficient governing of the
country and productive use of etkigy investments. In addition, ¢lreal wage will be affected
by HIV/AIDS: When economic growth is low, the demand for skilled labor grows more
slowly. Since the supply of labor also grows more slowly due to HIV/AIDS, the net effect on
the wage is an empirical issuwhich is addressed below.

Another issue that we propose to analyz#hia paper is the relation between the loss
of skilled labor over time and the loss of overall populati@ar hypothesis is that skilled
labor will be less affected by HIV/AIDS, bagse men dominate the skilled labor force, while
women are more vulnerable to HIV infection. dlsnost of the skilled workers reside in the
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southern region, where prevalence rates are |1bW@ther implicit assumptions are: 1) skilled
labor has more access to information, as @exb to the overall population; 2) skilled labor

is more easily influenced by prevention campaigns and is therefore more likely to use
preventative measures; and 3) if medicines vesalable to delay deaths by AIDS, skilled
labor would be more able to mimase them and survive longer.

The paper begins with a background te Mozambican situation. Next we analyze
the size of the skilled labor, its compositiondats relationship to the country’s economic
performance. We also review the characteristic of skilled labor and its employment. The next
section reviews the prevailing situation in hegheducation, followed by an examination of
the determinants of the real wage for skilldabla Finally, we define our projection scenarios
and present the quantitative findings.

Skilled Labor and the Growth of the Economy

Although Mozambique was one of the woddoorest countries in 1990, it ranked among
those countries with a medium level of deyenent prior to independence (in 1975). In 1970,
GDP was over US$ 300 per capita (in 1995 pjicAscording to the World Penn Tables
(Heston and Summers 2002), in terms of pealcapita income, the country ranked' 8t of

133 countries in 1970. The trend for GDP per capita was upward — there was a 50% increase
between 1960 and the peak year in 1973 (see Figure 1).

Figure 1. GDP per capita from 1960 to 1997Mozambique. Sources: 1960-92 real GDP
from PENN tables (Heston and Summers 202292-98 real GDP from World Bank Africa
Tables (World Bank 2002).
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1 In the southern region the adult prevalence rate is estimated at 11% in 1999 and is expectedleabe stab
14.3% after 2005. In the central region, the rate ranges from 20.3% to 21.4%; in the north it ranges from 13.0%
to 14.4% for the same period of time (MISAU et al. 2000).
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Even in this period, the proportion of the padigdn with higher education was low. In
1960, there were 2,476 people or 0.03% of the ptipualavith tertiarydegrees. Most were
Europeans, particularly Portuguese. In that year 94% of the highly educated people in
Mozambique were Whites; 4.5%ere Asians and other non-African ethnic groups. Only
1.5%, or a little more than 39, of those with a bachelor degree or other university education
were Africans (estimations al®sed on Reparticaae Estatistica 1969). At the time of the
1970 census, the number of people who had a bachelor or university degree was 4,959, or
0.05% of the total population tgwations are based dReparticdo de Estatistica 1973) (see
Table 1).

Table 1. Skilled personnel from 1960-1997, totaimbers and as a percentage of the
population. Sources: Instituto Naciom Estatistica (1970, 1997b); CNP (1980).

Bachelorand High school level Population size Proportion of skilled

university degrees  and above (thousands) population
1960 2,476 25,296 7,461 0.030
1970 4,959 42,032 9,398 0.050
1980 3,265 34,962 12,100 0.027
1997 12,083 61,411 16,099 0.070

With national independence in 1975, Mozambitpgt a large part of this small group
of educated people. Virtually all of the Portugedeft the country in a hurry, destroying large
portions of fixed capital as they went. During the final two years of colonial rule, GDP per
capita plummeted from over US$ 300 (1995 tansdollars) to just over US$ 200 in 1975.

Even though the government undertook heferts to expand education in a short
period of time, it was not possible to make uptfe loss of skilled labor quickly. Moreover,
the government concentrated its efforts on prigneducation. To some extent the lack of
skills was compensated by external technical assistance. Unfortunately, from the available
data it is not possible to discern the size of the skilled labor force filled by external assistance
for 1980. However, it can be said that by thie external technicahssistance, mainly
coming from the ex-socialist block, includingika and the former Soviet Union, covered the
needs in education, health, agriculture, and economic planning. By 1980, the census recorded
only 3,265 skilled persons (bothtimals and expattes), 0.03% of # total population.

During this period, and in particular duritige brutal civil war, real GDP per capita
continued to decline slowly. This trend continued in spite of a move away from socialism in
1987, with the structural adjustment program veaorlout in conjunction with the World Bank
and the IMF. By 1992, the last year of theilovar, real GDP per capita was only 30%-40%
of the 1973 level (depending on the calculations used).

After the signing of the Peace Agreementl#92 and in particulaafter elections in
1994, we observe a very encouraging picturecanomic recovery. While in 1992, real GDP
per capita was estimated to be only US$ 133 (1995 constant dollars), by 1998 it had reached
US$ 188, an increase of over 40%. In 1997 aloaal GDP per capita increased by 11%
compared to the previous year (World Bank 2002).

High levels of economic growth, largely &to post-war reconstruction, were evident
in most sectors of the economy, in particular agriculture, services, and construction (industry
did not pick up immediately). The 1993 GDP gtbvof 8.7% was centered in agriculture,
transport and communications, and serviégégure 2 shows the percentage of production
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variation by economic sector between 1992 and 1998. From 1992 to 1993, the service sector
reached a change of production of 35%, while agriculture and livestock had a change of 21%.
Certainly population resettlement and the freeutation of goods and services allowed this
change. Yet high growth continued in the following years, exemplified by percentage changes
in the trade and service sectors (26.2%) imnttansportation and communications (24.1%)
from 1996 to 1997. Between 1997 and 1998 growth in transport and trade abated to 3.2% and
10.1%, respectively; the major growing sector was construction (38%).

Figure 2. Investment 1990-97 in billions of Meticais and in millions of US dollars.
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Increased investment, both pte and public (see Figure 2) played an important role
in this growth. Investments amounted to US$ 827 million in 1992 and US$ 1,156 million in
1997. This indicates an investment/GDP ratioefaéxcluding public investment) of 19% in
1996 and 23.3% in 1998 (Instituto Nacional de¢akstica 2000). It is expected that in the
future, these new investments will lead to an even higher rate of not only exports, but also
domestic consumption of marketed goods and services.

The present growth trend is probably almalated by increases in education. At the
time of the 1997 population census, there w&®83 persons in skilled labor (defined here
as persons with tertiary echtion). This equals 0.07% ofehotal population, more than
double the 1980 proportion, but still a very small imem Of the total skilled labor in 1997,
8.2%, or 990 persons, were eulpaes, and the majority, 90.6% or 11,632 persons, were
nationals'?

Characteristics of the skilled labor force in 1997

Most of the skilled labor (defined here as wenk with tertiary education) is settled in the
major urban areas. Only 15% is located in rural areas (see Table 2). As expected, almost all of
the skilled persons work; the unemployment nateery low, 2.7%. Among nationals it is
2.8%, while only 1.1% of the expadttes, who very often arrivafter having the job contract
guaranteed, are unemployed.

2 These data and others concerning the skilled lalioe fare made available through specially prepared census
tabulations at the Instituto Nacional de Estatistica.
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Table 2. Skilled labor force by nationality acamgito sex, 1997. Source: Special tabulations
of the 1997 population census by the InstitNtcional de Estatistica (1999). Special thanks
to Tomas Bernardo.

Urban Rural Total
Foreign — - 990
National - - 11,092
Total 11,632 451 12,083

A serious problem with the skilled labor force is that it is largely composed of very
young people whose work experience needs to be enhanced. The majority of the skilled labor,
78%, is younger than 40 years old, and 22%agexl 40 and above. This is unavoidable in an
expanding education system (since most graduates are young people) but nonetheless it poses
grave problems to an economy in need of experienced managers and executives.

Another aspect of the skilled labor force is that it is largely composed of men. The
ratio of skilled men to women i8.7. However, this ratio is somewhat lower in the younger
age groups. For example, in the age group 20-24 the ratio is only 2.5, and 3.3 in the age group
25-29. For older cohorts, the male to female ratio is much higher, for example, 4.7 in the age
group 50-54. This means that in recent desadvomen have had a slightly more equal
chance of receiving higher education and becoming part of the skilled labor force (see Table
3).

Table 3. Employed skilled labor by agedasex, Mozambique, 1997. Source: Special
tabulations of the 1997 population census leyltistituto Nacional de Estatistica (1999).

Age groups Male:Female ratio

All ages 15+ 3.7
15-19 1.6
20-24 2.5
25-29 3.3
30-34 4.0
35-39 4.1
40-44 3.9
45-49 4.7
50-54 4.6
55-59 6.9

60 and above 5.6

Sectors of skilled labor employment, nationals and expatriates

Employment patterns for skilled labor contrast deeply if we consider the colonial and the
post-independence period. In 1970, for ins&@ronly 154 (3%) out of 4,959 skilled persons
were employed in public and private management activities. The majority was employed in
technical activities: 1563 were in the agricultsector and 2,276 were professionals in the
scientific, technical and liberal activities.

As the country’s political environment @hged and planning activities became more
complex, employment in managerial activities grew heavily at the expense of the technical
ones. Table 4 shows the sector of employn@niMozambican and expatriate skilled labor in
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1997. Almost half of the Mozambican skilledbta force is employed by the government
sector, mostly in public management. One-fousthn private enterprises and one-tenth is
self-employed. This means that the governmi& Mozambique, as in many other poor
developing countries, is a major attraction for skilled labor. Rifuese data, it is not possible

to say to what extent the government competes with the private sector for skilled labor and
exacerbates the skilled labor bot#eR, or whether the private secis so small that it cannot
absorb more skilled labor, and hence these people seek jobs with the government.

The expatriate labor, on the othend, is largely concentrated in private enterprises or
international organizations, name53% in 1997. The reason is that international agencies
(United Nations, NGOs and embassies) empi@any expatriates,na probably the foreign
investors in Mozambique employ people of the same national origin as the firm. Skilled
foreigners hold almost one-fifth of the skilled jobs in private enterprises and comprise one-
third of the skilled owners of enterprises.

A second major sector of expatriate eayphent is the government sector (19%)
where these people are parttloé technical assistance stafion-nationals account for 4% of
the government employees (see Table 4). This is lower than the percentage in neighboring
Botswana, where it is 7% (Kibuuka 1998). The fiatt there is a relatively low percentage
could be due to a low vacancy rate for government posts (i.e., no need for foreigners), or
because wages in government are too low to attract foreigners, or because foreigners are hired
as consultants or byternational organizations.

Table 4. Skilled labor by occupation accoglito nationality, M@aambique, 1997. Source:
Special tabulations of the 1997 population cenby the Instituto Nacional de Estatistica
(1999).

Occupational category Tdta Mozambican Expatriates
Mozambique 100.00 100.00 100.00
Government sector 49.78 52.57 18.71
Private enterprise 26.59 24.20 53.22
Public enterprise 7.36 7.68 3.77
Cooperative enterprise 0.74 0.52 3.16
Self employed 10.74 10.72 11.06
Household help 1.74 1.74 1.70
Cooperative employee 0.11 0.08 0.36
Owner/entrepreneur 1.34 1.02 4.86
Unknown 1.60 1.46 3.16

Cost of expatriates in the labor force

Despite the relatively low proportion of foreigrs among the skilled labor force, high
expenditures for expatriates are a significdnain on the public investment budget. Technical
assistance (mostly salaries for foreign experts) forms a significant part of the foreign aid that
Mozambique has received.

Between 1996 and 1997, Mozambique dedica® to 14% of the public investment
budget to studies, consultants and proj¢BtBF 1996). For the period of 1998-2000, it is
expected that the annual average expenditure on technical assistance (including salaries and
expenditures on goods and services by eateconsultants) willbe around 6.5% of the
overall investment budget (MPF 1998).
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Technical assistance between 1991 and Ifi@8e up about one-fdbr of the total
assistance. Between 1991 and 1994 techrasalstance fluctuated around US$ 200-250
million per year. It then declined to only slightly more than US$ 100 million in 1995 (see
Table 5).

Table 5. External assistance disburseniy type (in thousands of US$).

Type of assistance 1991 1992 1993 1994 1995
(planned)

Free-standing technical cooperation 157,828 152,285 141,006 196,792 89,094

Investment related technical 85,561 90,758 46,270 70,922 27,423

cooperation

Total technical assistance 243,389 243,043 187,276 267,714 116,517

Investment project assistance 198,915 189,120 235,145 241,106 137,738

Program/budgetary aid or balance 0f234,954 216,402 209,822 254,116 104,755
payment support

Food aid 110,729 229,284 155,465 114,016 37,363
Emergency and relief assistance 105,486 98,546 86,919 171,177 24,912
Grand total 893,473 9,763,395 874,627 1,048,129 421,285
Technical assistance as part of total 0.27 0.25 0.21 0.26 0.28

To put this into perspective, the tohnned education budget in 1998 was US$ 112
million dollars. As described iVatt and Ibraimo (1999), thisducation budget will not be
enough to help Mozambique out of its mmes poor education predicament. That study
suggests that at least 5% of GDP would be necessary to truly improve the state of education
(this would amount to US$ 160 million in 1998). Whia¢se numbers suggest is that the lack
of skilled labor necessitates the expensive employment of foreigners, and that this expense
competes with the expansion of the education system that would be necessary in order to raise
the proportion of skilled labor. In other worddpzambique is caught in a catch-22 situation,
where on the one hand the government needs to employ skilled foreigners for the
management of the country, but on the othend, the funds used to pay them reduce the
amount available for education. This bringsteighe next subject, namely, the education of
the skilled labor force.

Higher Education: The Formati on of the Skilled Labor Force

The education pyramid

In this section, we review the overall ediica level of the population and specifically the
enrollment in higher education. The low numbénational skilled peoglin Mozambique is
an expression of the overall low level of edtien. For example, in 1997, 60.5% of the total
population aged 15 and aboveredliterate (Instituto Naciorlale Estatistica 1997b). Of the
total population aged 15 years and above in 188§, 13% had completed the first level of
primary education; 5.6% had ropleted two levels of prinmg education; and 0.80% had
completed secondary education. An extrgnh@lv proportion, 0.14%, had a university degree
(both bachelor and licentiate).
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In general, there is a very flat education pyramid. At the bottom there is a large
number of children attendingiprary school. The next level, secondary education, is much
smaller; the third level, tertiary, is smaller still, as shown in Table 6. The primary level (EP1
and EP2) has 73.3% of all stude, while 19.8% are in secondary school (ESG1 and ESG2),
followed by 4.3% who attend higher levelste€hnical and teaching colleges. Only 1.3% of
the students attend university. The pyramiadossiderably flatter outside Maputo City and
Province. Also, Maputo City and Province havsignificantly higher proportion of students
in the population than the other provinces.

Table 6. Gross and net enroliments u@ational cycle, Mozambique, 1997. Sources:
Instituto Nacional de Estatistica (1999); MINED (1997).

Gross enrollment rate Net enrollment rate

1% cycle of primary school-EP1 81.09 42.29
2" cycle of primary school-EP2 20.73 2.35
1% cycle of secondary school-ESG1 5.25 1.01
2" cycle of secondary school-ESG2 1.80

Medium level of techmial education-ETM 0.65

University 0.40

It could be said that thisducational pyramid reflects the young population structure
of the country: 44.4% of the tdtpopulation is less than 15 yeansl. To a certain extent, this
is true. However, if we look at the enrolimentesaby age, we see that there is a significant
drop-off in enrollment by age (see Wils and Gaspar in this volume).

In 1997, the education statistics (MINED 1997icate that the country’s population
achieved a gross enrollment rate of 81.1% at filst cycle of primary education (EP1).
Beyond this level, gross enrollment rates libec In the second cycle (EP2), the gross
enrollment rate is one-fourth dfie EP1, 20.7%. At the first cie of secondary education,
ESG1, the gross enroliment rate is only%.3For the overall postecondary vocational
(technical and teaching) education, it was 2.4fothis, 1.8% is for general education and
0.65% is for technical and professional education. According to the same data, the net
enroliment rat€ at the first cycle of primary education reaches less than a quarter of the
respective population, 17.4%. It was not possiblecalculate the neenroliment rate for
higher levels.

This is a very significant contrast todustrialized countries. In 1994, for instance,
Canada had 100% of its children enrolled imary school; the net enroliment in secondary
school (full-time students) reaett 94%; and 40% of the population between 18 and 21 years
old was enrolled in school (UNESCO 2002).

While it is not possible to find transition rates per grade, the declining enroliment rates
indicate that transition rates from one grade to the next are low. This contrasts to the fairly
high transition rates from onevie of school to another. Qhe graduates from EP1 in 1996,

3 The net enroliment rate indicates how many childrem the appropriate age groware enrolled as compared

to the total number of children who should be enrolled in a certain class given thdioaghe gross enroliment

rate, the denominator of the ratio is the same as above, but the numerator reflects the total number enrolled,
irrespective of age.
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78% enrolled in EP2 in 1997. From EP2 to@S this rate was 63.9%. Transition from ESG1
to ESG2 increases to 79.3%.

A more serious problem than low transition rates from one grade to the next appears to
be the high repetition rates and the low graduation rates. Repetition rates for school are
around 30% nationally (see UNESCO 2002). Thedgation rates from ESG2, for example,
are only 12.2%. The statistics for the largest university in the country, the University of
Eduardo Mondlane in Maputo City, show that in the 1990/91 school year, 813 new students
registered, but five years later, only 5 had graduated (Institut@haale Estatistica 1999).

Trends in enroliment of higher education

Enroliment and graduation at higher levels of education is increasing, as shown by Figure 3.
The number of students in secondachools and universities haglieased by a factor of six

or seven since 1980. Although secondary scleoobliment stagnated during the civil war,
university enrollment continued to increase. This is probably related to the fact that there was
an accumulation of peoplehw completed secondary education, but they could not find a
place in the (until recently) only university ithe country, the University of Eduardo
Mondlane.

Figure 3. Enrollment in secondary arethnical schools and ioniversities, 1980-1997.
Source: Instituto Naciohae Estatistica (1997a).
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The graduation rate of these students i®dahately low. In 1997, for example, only
266 students graduated from the UniversityEauardo Mondlane according to the Ministry
of Education, although the majority of the over 6,000 university students is registeretf there.

The average growth rate of secondanyollment between 1980 and 1997 was 10%
annually; that of tertiary education was slightly higheamely 13%. As these people leave
school with higher skills, they contribute to adest growth rate of the skilled labor force.

Geographical distribution of  students and their origin

Schooling is concentrated in Maputo City, as shown in Table 7. While they only have 11% of
the population, Maputo City and Province are hdamenmore than a quarter of the student
body. At all levels of schooling, except aljplesization, Maputo Cityrad Province have more
than their “population” share of the students.

Table 7. Level of education by place ofsidence, Mozambique, 1997 (in percentage).
Distribution of students in school and by Iewé education for non-Maputo provinces and
Maputo City/Province. Sourc&pecial tabulations of 1997 population census by the Instituto
Nacional de Estatistica (1999). Special thanks to ManueCasta Gaspar and Tomas
Bernardo.

Total Outside Maputo Maputo City/Prov
Population 100.0 88.7 11.3
Pupils in school 100.0 73.7 26.3
Level of education
Alphabetization 1.0 1.0 0.0
1% cycle of primary school-EP1 47.3 40.7 6.0
2" cycle of primary school-EP2 26.0 18.6 7.1
1% cycle of secondary school-ESG1 15.9 10.3 5.4
2" cycle of secondary school-ESG2 3.9 2.4 1.4
Lower technical school 0.4 0.3 0.1
Basic technical school 2.2 15 0.7
Middle technical school 1.2 0.7 0.4
Teacher formation 0.5 0.4 0.1
Tertiary 1.3 0.8 0.5

Secondary schools and especially insttosi of higher education tend to be
concentrated in urban areasrtmailarly in Maputo City*” far from the majority of the rural
population, and most of the studeattending universities are bamthese cities. This means
that students born in rural areas far awaymfrthe center of education are particularly
disadvantaged and do not attend higher foahgducation. According to the census data,
4,185 (64.2%) out of 6,523 university level studearts living in Maputo City, the country’s

4 Here we should be very careful because many stsdiish a bachelor dege or complete the overall
licentiate degree curricula without formally completing tiogirse. In this case, the student is not considered to
have graduated.

'3 |n the near future we can expect a small changesirtohcentration of the university students in Maputo, as
new university branches are being opened in other provinces of the country.
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capital where the education infrastructure for these educational levels is concentrated. The
capital city receives more than half of theidents born in all Mozambican provinces (see
Table 8). The remaining are concentratedviaputo Province, 669; Sofala, 574; Nampula,
310; and Zambézia, 234. Moreover, a dispropagte number of the students are actually
born in Maputo City. While only around 5%f the overall 1997 population was born in
Maputo City, one-third of the students in sedary school or higher was born there. This
means that children born in other provincesehkess of a chance to attend university than
those who are born in Maputo City.

Table 8. Students at tertiarykds of education by province of residence in 1996 and place of
birth.

Province of 8
residence in 1997 S . © 2

o) = (&)
- o O c::’i 2 § o c‘é 28 ¢ %
Provinceof bith § 3 8§ £ €T o 8 8 § as a3 ¢
U S 282 SR8 =S 36 558 2 5
Total 6,523 34 51 310 234 88 97 574 89 134 699 4,185 28
Niassa 157 23 1 16 5 1 3 11 4 2 8 83 -
Cabodelgado 192 2 32 21 2 1 - 6 - - 13 110 5
Nampula 481 3 3 182 5 2 2 18 1 3 27 230 5
Zambezia 614 2 7 37 18 8 6 55 1 1 47 262 3
Tete 331 1 - 6 6 60 10 62 1 1 11 173 -
Manica 217 - 1 2 7 1 58 43 1 - 6 96 2
Sofala 563 - 2 5 3 4 9 272 1 4 21 242 -
Inhambane 77 - - 7 4 5 4 43 57 24 63 510 -
Gaza 589 1 - 8 -1 1 15 8 85 61 407 2
Maputoprovince 446 1 - 6 2 - - 9 2 4 255 167
Maputo city 2114 - 3 13 10 5 3 36 13 10 182 1838 1
Unknown 102 1 2 7 5 - 1 4 - - 5 67 10

Wage for Skilled Labor

Wage data are scarce, particularly, the wage data for the private sector in Mozambique. The
existing sample on wages carried out by lingtituto Nacional de Estatistica (1999) could
serve as an approximate figure. However, while the survey tries to include both the private
and public sector, it has the shortcoming of considering only those enterprises with 50 or
more workers.

Nevertheless, from the official legislatipeiblications and findings of other studies it
is possible to discern that nationals and exgas have different wage structures. Because
the pay standards in international organizations and enterprises are much higher than in the
public sector, the wages for the majority of the skilled labor tend to be lower, as long as they
are mostly employed in the public sector. The lack of financial revenues mostly justifies the
lower wages in the public sector.

Estimates from the wage senvindicate that from 1991 to 1997 average real wages
(at 1991 prices) for skilled labor employed in the public sedemreased from 1,525,000
Meticais per month to only 753,000 Meticais (SE&ble 9). While prices increased by
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approximately 7.8 times from the 19fel (the rate of the natnal currency devaluation as
compared to the US dollar), wages roseohly 3.8 times their 1991 levels, meaning that the
real wage in 1997 was only 0.49 that of 1991. Themd mirrors that of many other sub-
Saharan countries at least in the 1980sm@l and Weeks 1993; International Labor
Organization 1997). The unskilledblar wage rose by a factof 6, which means the decline
in real wages was less than that of skilled labor.

Table 9. Monthly wages by pay categories in Meticais per month, 1991 and 1997 in 1991
prices (CPI 1991/1997:779.13% and Deflai®91/1997:7.76). Sourc&stimates based on
Boletim da republicaSerie 1, N46 (1991 )Boletim da republicaSerie I, N26 (1996).

Pay Category 1991 Nominal 1997 Real 1997 in Ratio real

x1000 x1000 1991 prices 1997:1991
Licentiate degree 1,619 6,216 801 0.49
Bachelor degree 1,430 5,484 706 0.49
High school degree 1,264 4,844 624 0.49
International organizations 12,500

(World Bank)

For nationals working in the private secthe wage rate is unknown, but by 1995 to
1996 this sector was small andrzgerestored after a long period of state ownership of most
enterprises. Therefore, the average wagewatdd not differ widely from the public sector.
Additionally, the evaluation of the INE datan the above-mentioned enterprises gave a
similar result for the average, medium and university wages for both the private and public
sectors.

Given the structure for the public and a large pathe private sectors, it appears that
the wage differential between Mozambigaed its wealthy neighboring countries (South
Africa and Swaziland) and the imt&tional organizations is verguch to the disadvantage of
Mozambique. Therefore, national wages negatiedlected the migration of the skilled labor
to the national economy, with the exception of the international orgemmgand businesses,
both being a small proportion tife overall labor market for 1997.

The Future of the Wage Rate and Skilled Labor

The growth rate of the Mozambican economyrothe past five years has been impressive,
and this larger economy is expected to demand more and more skilled labor. In countries with
high growth rates, such as Botswana, the increase in the national skilled labor force, through
graduation from schools and universities and higher labor foaiccipation rées, has not

been able to keep up. There are high vacancy rates in the government for high skilled level
posts and a high percentage of expatriategbese posts (Kibuuka 1998). Although the data

for vacancies are not available for Mozambique do observe that, at least in the public
sector, there is still room for the employment of skilled labor. In Botswana, the shortage of
skilled labor will be made worse in the coming years by deaths from AIDS, which affects the
skilled as well as the unskilled. Likewise, as the AIDS epidemic spreads into Mozambique, it
is expected that there will be attrition among skilled labor from AIDS deaths. We now turn to
an analysis of the impact of HIV/AIDS on the skilled labor force.
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The Skilled Labor Model

The skilled labor model in the integrat  ed model of population, development,
and the environment

The skilled labor model was built as a component of an integrated model on population and
development (Wils et al. 2001Jhe model considers the impact of AIDS in population
growth, education, skilled lab@nd the economy. Environmental issues also enter into the
model as factors affecting the economy.

The model starts with a healthy populationdmye, sex and area of residence, for 1997.
Part of the population is contaminated by tHIV virus. How quickly new cases appear
depends on the prevalence and incidence ratekthe relationship between these two rates.
The most basic dynamic is that the more people are infected, the more the disease spreads to
the healthy people, so in turn, the more are infected. People are susceptible to contamination
depending on behavior, the praetiof safe sex, and the iattuction of medicines controlling
HIV propagation. HIV infection causes AIDS and people die.

From the age of 5, people start to enroll in the education system. The number of
people who complete primary education is determined by the dremalutepetition rates.
The existing number of teachers will be augmented by the number of people leaving the
teacher training program, and by part of the labor force with other educational careers. There
is a shortage of teachers. Teacher losses are determined by retirement and by precocious
deaths. The student-teacher ratioe determinant of the efficiency of the education system.
The lower the student-teacher ratio, the higher the primary education graduation rate in the
model.

People aged 15 to 64 constitute the potential labor force. The population census data
permit the identification of ndividuals who are available for production, that is, the
economically-active population. This population includes individuals who never went to
school, those who left school to work, the stdck of labor and the in-migrating population.
Losses in this group are determined by deatherelthh AIDS or by other causes. At the same
time, the availability of labor is shaped by deductions of time needed to take care of AIDS
patients. The size of the labor force is presgibe area of residence, age, education and sex.
The size of the population inhan and rural areas is addititijadetermined by education,
where we assume that people who compeitaary school migrate to the urban ar&s.

GDP depends upon the production sectothia model. For the urban economy a
Cobb-Douglas production function is considered, and refers to the modern sector of industry
and services. Production is a function of thedpictivity factor (which rises over time at 3%
per year), capital, and labor. Changes in capital stock are determined by the rate of domestic
investment as a proportion of GDP, whicheiogenous to the model. The rural production
refers solely to the agriculture sector. Thisiginction of rural labor and its productivity, and
the effect of soil moisture and rainfall.

'® This is a reasonable assumption given that in Mozambique, all villages and cities are classified asasrban are
(using the administrative criteria). In most of these villagies majority of the active population is occupied in
traditional agriculture. This currently works as a pushing factor for people with some education to gamthe mai
cities of the country.
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The skilled labor model

The basic assumption of our model is that an increase in the demand for skilled labor is
determined by economic growth, while the elasticity of demand for skilled labor with respect
to the real wage is very inelastic. The supplgkifled labor is determad by two factors: the

size of the skilled population and the real wagke. The size of thekilled labor force is
influenced by factors such as population size, enrollment and graduation rates, and losses by
death (particularly AIDS), emigration and retirement.

The demand for skilled laboB, is a function of the size of the economic growth
(GDP is provided by the above-mentionedbreamic model) and wage rate. When the
economy grows, so does the demand foilesk labor. In Botswana, Kibuuka (1998)
estimated that there was a 1% increase enddmand for skilled labor for each percentage
increase in the economy. We cdlis demand shift elasticityx.'” In Mozambique, the
estimations of the demand shifasticity indicate that for each unit percentage change of
GDP, there is a lower psentage change in demand foillekl labor of 0.49%It can happen
that this elasticity is heavily influenced by employment in the public sector.

The demand for labor responds to the weage. Some studies for selected countries
have found a wide variation in the respoiisee Hamermesh (1993) for a summary of the
studies). The average was a decrease of abd¥#-ih demand for labor for each percentage
increase in real wages. The estimate for Botswana was -0.6%. We call this demand wage
elasticity,.*® For Mozambique the figure is estimated at -1.5%.

The demand for labor is then given by the formula:
D= kq D% W* (1)
whereD is the demand is a constanf), is GDP, andV is the wage rate.

The supply of skilled laborS is a function of the leveof supply of the total
professional and technical workforc&, and the wage raté/l. Demographic factors,
enrollment/graduation rates, and migration determine the total professional and technical
workforce. The demographic factor par diexce is population growth. The population of
Mozambique is growing at about 1.9% annuairich means that each year a large number
of people enter the workforce. Many young people entering the workforce are graduates of the
university. Net migration also shapes theeleof supply of skilled labor. Deaths and
retirement decrease the labor force. In a norntahtson, this is only a small percentage of
the total labor force annually. But in the situation of a deadly epidemic, such as AIDS, a
significant proportion of the labor force can die each ykadeveloping countries such as
Mozambique, everybody who receives higher education enters the labor force. Therefore, our
supply shift elasticityy, is 1. Wages have no effect on the decision to work in this model, so
our supply wage elasticity, is set at O.

Our supply equation is given by:
s=s'w @

In this model, the equilibrium point the level at which the supply and demand for
skilled labor is in equilibrium. guating (1) and (2) above we have:

" Demand shift elasticitya) is the percentage change in demand per unit percentage change of GDP:
2056/3116*8822/11853=0.49.

8 Demand wage elasticity3) is the percentage change in demand per unit percentage change in wages:
1525/753*8822/11853=-1.5.
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w= ( k. D )1/(>\ B)
y
S
Table 10 summarizes thetiesated model paraeter values for 1991 and 1997.

Table 10. Values for wage model in 1991 and 1997.

1991 1997
Wage, in million 1991 Meticais 1,525 0.754
GDP in billion 1991 Meticais 2,056 3,116
Skilled labor force in 1,000 8,822 12,083

(interpolated)

Demand from GDP exponenmt, -0.49
Demand from wage exponeft, 15
Supply from population exponemt, 1.0
Supply from wage exponeri, 0.0

Scenarios

In order to evaluate the future impact of HIV/AIDS on the future equilibrium demand and
supply of skilled labor, weonsider six scenarios:

1. Base No AIDS This scenario presents the possible spectrum of skilled labor, in a
situation where there is no AIDS.

2. Low HIV Prevalence: A relatively optimistic scenario of low prevalence rates stabilizing
at 17%. This prevalence estimation has besed by INE, MISAU, and MPF to produce
population projections with and weibut AIDS for Mozambique until 2020.

3. High HIV Prevalence: A pessimistic scenario with the prevalence rate rising to 35%.
This rate was estimated by IIASA.

4. Base No AIDS, Education Efficiency We reduce the drop out rate by 50% to examine
the impact of education on the skilled labor market.

5. Base No AIDS + Less Productivity Scenarios 1-4 use a very optimistic rate of
productivity growth (3% per yeaty.Here, we try to see how quit and wages behave at a

lower growth rate of productity of 0.72%. This is the case of Sri Lanka, a country with a
roughly similar eonomic pattern.

6. Low Prevalence + Less Productivity We combine the low prevalence from Scenario 2
with the lower productivity from Scenario 5.

7. High Prevalence+ Less Productivity This case is similar to Scenario 6, but with high
HIV prevalence from Scenario 3.

9 A study from Choudri and Hakua (2000) indicates that from a sample of 45 countries, only two countries
managed to reach a productivity growth factor above 2% (Malta 3.67 and Cyprus 2.41).
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Main scenario results

Our basic finding is that skilled labor is less affected by HIV/AIDS as compared to the overall
population. Without AIDS, the overall Mozanchin population is estimated to reach 24.9
million in 2020. With a low HIV prevalence scenario, the projected population is 4.5 million
less compared to the no AIDS environment in 2020. This is equivalent to a loss of 18% of the
overall population. When a pessitgsscenario is utilized, the population loss is 6.6 million.
This means that more than a quarter of the o would be lost as compared to the Base
No AIDS scenario. In this case, Mozambiquewdostart to have zero population growth in
2008.

In contrast, when we consider only skilled labor, the trends change significantly.
Without AIDS, skilled labor increases from 12,000 to 77,300 in 2020. When we consider a
low prevalence rate, skilled labé&alls by 1,200 individuals i2020. This is equivalent to a
loss of only 1.5% of the skilled labor force 2020. In a high prevalence environment, the
difference to a No AIDS scenaris 1,600 individuals. This corresponds to 2.1% of losses just
for the year 2020. Despite the lower impact o¥ IDS on skilled labor as compared to the
overall population, the presedtesses of skilled labohsuld not be discounted.

While the losses in 2020 are 1,200 for low and 1,600 for high prevalence rates, the
cumulativelosses are much deeper. In a low prevalence scenario the cumulative loss of skilled
labor is estimated at 5,600 individuals; in a hpghvalence scenario it is estimated at 7,300.
Those are huge losses if we consider that the government spends over 40 million ¥eticais
per student per year to make higleelucation available to the countty.is only when we
increase education efficiency that the size of the skilled labor force increases by more than
35,000 individuals compared to a noDE® environment (see Figure 4).

Figure 4. Total professional and edcal labor force in seven scenarios.

Graph for Total Prof and Technical Workforce
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Total Prof and Technical Workforce : BasenoAidsEduEff 4 4 4 people
Total Prof and Technical Workforce : Base no Aids 2 2 2 2 people
Total Prof and Technical Workforce : LOW HIV PREV 3 3 3 people
Total Prof and Technical Workforce : HIGH HIV PREV 4 4 4 4 people
Total Prof and Technical Workforce : basenoAids+less prod 5 5 5 5 people
Total Prof and Technical Workforce : low prev+less prod G & & 6 people
Total Prof and Technical Workforce : high prev+less prod people

201998 data. Estimations are based on the public budget for the two public un@isli@98 and the number
of students provided by Instituto Nacional de Estatistica (2000).
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Moreover, HIV causes overall labor loss, which in turn, causes GDP to fall as
compared to a No AIDS scendriqsee Figure 5). When there is no AIDS, high productivity
growth and a greater supply of labor causes GDP to rise from around US$ 3,400 million to
US$ 21,000 million in 2020. This would imply anesgge annual growth rate of 8% per year.
Low HIV prevalencecauses GDP to fall by around US$ 4,000 million, 19% less than a No
AIDS scenario. This is because less tothblaenters into the production function. When
prevalence rates are higher, the economy is ewae affected, causing the output level to be
lowered by more than US$ 5,800 million, or 28% less.

Figure 5. GDP in Mozambique, 1997-2020, accaydinseven skilled labor force scenarios.
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GDP : low prev+less prod G G 6 G 6 $lyear
GDP : high prev+less prod $lyear

If we consider an environment where thedurctivity growth rate is low, then output
grows at a lower rate. When there is no AIDS, GDP is lowered by US$ 8,000 million as
compared to a scenario of high productivity: 39% less and 6% aivérage annual growth
rate. When low prevalence rates perdisg output in 2020 is around US$ 10,000 million.
This would imply a more modest growth ratiethe economy by 4.8% per year on average, in
comparison to 8.1% if productiyitvere growing at 3% and there were no AIDS. Should high
prevalence rates materialize, then GDP wde even lower: US$ 9,200 million. The implied
growth rate of GDP would be 4.1%.

Our wage model for skilled labor is set upsuch a way that wages are directly
proportional to GDP growth and inversely proportional to labor supply. The effects that
changes in the size of the labor force, proghtg, and GDP growth hze on the wage rates
are shown in Figure 6. In Scenario 1 with AlDS and high productivity, real wages rise
from their initial level of around US$ 6,000 per year in 1997 to US$ 7,800 in 2020, an
increase equivalent to 1.2% per year orerage. The case of HIV/AIDS with a low

L The model is built to consider total labor in the production function. For this reasemat possible to
estimate the isolated effect that skilled labor has on the economy.
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prevalence rate reduces overall labor availability and output. Lower output growth causes a
decline in skilled labor demand. Wever, real wages still riséut at a lower growth rate
(0.1%) as compared to a No AIDS scenario. With the High HIV Prevalence scenario, the real
growth rate of the skilled labor wage rate actually turns negative, to an average of -0.2%
annually.

Figure 6. Wage for the highly skilled professional and technical workforce in Mozambique,
1997-2020, according to seven scenarios.
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The productivity factor seems to have a strangact on the wage rate. We test again
the impact of lower growth in productivity. @sider the low and high prevalence rates of
HIV. Under these scenarios, the size of skédled labor force involve in production is the
same as in a high productivity scenario, but output worsens. In this case, the skilled labor
supply will be rising more quickly relative tabor demand, because the economy is growing
more slowly. The decline is more severe with high HIV prevalence (-1.3%) than with low
HIV prevalence (-0.9%).

Another case where the increase in skilldzbtasupply dampens the real wage arises
when we increase the efficiency of the ediocasystem, even though we maintain a higher
growth rate of productivity. This happens becaieee is an inelastic wage demand, so rising
labor supplies lower wages. Under this scenario, skilled labor rises by 10%, while the
economy grows at 8% between 1997 and 2020.

Figure 6 shows that real wages for skillador will increase in the medium run, but
not in the long run. In the worst scenariosw(land high prevalence combined with low
productivity growth) real wages begin to decline around 2005. In the best scenario, with no
AIDS and high productivity gwth, skilled labor wages risetil after 2010. The reasons for
the later wage decline are a combination @f bigh exponential growth of the skilled labor
force, HIV/AIDS, and lower productivity gasin The results are summarized in Table 11.
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Table 11. Scenario outputs for the year 2020.
GDP in GDP per  Skilled labor Skilled labor

million capitain (no. of wages
Scenario 1995 US$ 1995US$  workers) (index)
Base No AIDS 20,921 837 77,246 0.0078
Low HIV Prevalence (17%) 16,976 833 76,076 0.0068
High HIV Prevalence (35%) 15,107 836 75,645 0.0063
Base No AIDS, Education Efficiency 20,961 842 112,589 0.0064
Base No AIDS + Less Productivity 12,890 516 77,275 0.0056
Low Prevalence + Less Productivity 10,279 511 76,008 0.0048
High Prevalence + Less Productivity 9,267 506 75,645 0.0045

Conclusions

There is a dire shortage of skilled laborNozambique at the present. Only 0.07% of the
active labor force has a bachelor or mdegree of education. If the post-war economic
recovery is to continyeparticularly in the urban areaan increase in skilled personnel to
manage an increasingly complex society is necessary.

HIV/AIDS has serious negative impacts on the skilled labor force. The loss of skilled
labor undermines a significant part of the goweent’s efforts to improve human capital in
the country. Total labor loss by HIV reduces linel of output in thenational economy; this
in turn affects the level of deand for skilled labor and its wagate. Even without AIDS, the
challenges that the government faces iroligctive to reduce poverty by half by 2010, are
huge. First, the government considers that dbjective can be achieved through a rapid GDP
growth rate, above 8%. Even though our scesanolude the possibility of an 8% increase in
GDP, we must take into account that this can only happen through a high growth rate of
productivity. But, as was mentioned earlier, vé&w countries manage to reach such a high
rate of productivity growth, ndab mention the GDP growth rate. Second, the government will
have to take into account that fluctuations in GDP growth may occur because of the country’s
propensity to be affected bytngal disasters. The country has already faced floods in the year
2000. These floods imposed a decline in GDP growth from 7.3% in 1999 to only 2% in 2000.

Taking into account the spread of the Hig&ndemic, it is found that the government’s
objective of poverty reduction can be even more strongly compromised. Low HIV prevalence
causes GDP to fall by 19% as compared to @ANRS scenario with high productivity. This
is because less total labor enters into pheduction function. When prevalence rates are
higher, the economy is even more hit: the oulpwel is lowered by 28%. Because the size of
the population is also lower with AIDS, the effen overall per capita income (according to
our simplified economic model) is small.

The effects of the productivity factor are mwthonger than the effects of AIDS. Low
productivity causes GDP to fall by more than US$ 2,000 million as compared to an
environment of high prevalence rates. The iogilon of these scenarios is that even though
the government needs to control the HIV/AIDSue, further steps need to be taken in order
to sustain education achievemt® and technological changes in production. There is also a
need to ensure that investment accrues irctlmtry. Higher investment levels can boost the
levels of labodemand and output.

Labor shortage due to HIV/AIDS does not necessarily imply higher real wage rates,
particularly for the skilled labor force. One of the most interesting outcomes of the model is
that the skilled labor force is much less redubgdAIDS than the overall labor force. The
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explanation lies in the age structure of the highly educated: most of them are very young
adults (78% are under 40), in age groups wiieeeHIV virus is still incubating, and deaths
from AIDS are only beginning to occur. The uneven loss rates (higher for the overall labor
force than for the skilled labor force) mean that skilled labor becarlatvely more
abundant. A smaller ovalt labor force contributes ttosses in total production. A lower
growth of production constrains the expamsof skilled labor absorption and reduces the
income available to pay them. Thus, HIV/AID®uld depress the income of the highly
skilled workers.

How might policy makers (usually highly skilled) ensure that skilled labor wages do
not decline as a result of a desirable accelemgitedth in the supply of skilled labor? Classic
measures include enhancing mle productivity and increasingivestment rates. Another
would be to shift thetructureof the economy towards services, which require young, highly
skilled workers, for example, tourism gei& computer programming, translation, and
teaching. A third policy, which arises from the results of this paper, would be to combat the
HIV/AIDS epidemic in the general population.
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AGRICULTURE AND HIV/AIDS IN MOZAMBIQUE: A DISCUSSION

Isolde Prommer

Introduction

Mozambique is a large, semi-arid to subpical country in the southeastern region of
southern Africa, with a wideange of biodiversity and higHIV infection rates (16% of

adults aged 15-19 are HIV positive; Wils et 2001). This paper dissses the prospects of
agricultural development in Mozambique at the beginning of the chtury within the
HIV/AIDS pandemic, which isof widespread concern iMozambique and sub-Saharan
Africa. The study reviews the relevant literature in English, Portuguese, and German,
obtained from on-line sources as well as from international libraries, and is in no way a fully
comprehensive analysis of the issue. Less attention was given to the interrelationship between
the epidemic and agricultural development on a large scale.

The first section describes the natural conditions, which are the basis for agricultural
production. Major environmental changes, whigould make the environment increasingly
vulnerable, are expected to take place. The second section gives the history of agricultural
production on the national levehé focuses on the production systems of the majority of the
rural farmers, the family farms sector, by province. It will be increasingly necessary to
maintain components of the varied fttamhal management syems to minimize
environmental deterioration akéep biodiversity as a secure basis for the poorest farmers in
the country, especially in the era of HAIDS. The third section summarizes the known
impacts of HIV/AIDS on agricultural productiand farming systems in the southern African
region, made available by a number of emcpl case studies and surveys. Finally,
conclusions are drawn. The future of Mo#aque’s agricultural production potential and
food security will depend on adopting goveroansystems that stigthen local-level
mechanism and institutions and the links betwkeowledge, resource managers (farmers),
policy makers, NGOs, and other stakeholders.

Natural Conditions and Demographic Indicators

Mozambique is situated between latitude§71@nd 2852' south and longitudes 3@’ and
40°51' east. It comprises 799,380 square kilometatgshas a shoreline on the Indian Ocean
of about 2,470 km in length, which is gengradandy and bordered by lagoons, shoals and
strings of coastal islets in the north (Gasetial. 1998). The country is characterized by a
wide diversity of habitats.

Geophysically, the country can beidied into four main land zones:

(@) From the coast to the interior and alonmeaivers, the plains lie at an elevation of
under 200 m and cover more than 40% of the land area. North of the Zambezi River,
the plains are between 60 km and 100 Wkide. In the Zambezi Valley the plains
extend upstream about 600 km. South ofZaenbezi River the plains are up to 100
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km wide. The coastal area is divided irdifferent sections. The northern part is

composed of craggy coasts. In the Zambezi Delta and in the southern area, beaches

interrupt mangroves.

(b) A lower and middle plateau, covering about 30% of the land area, extend from the

plains in the west (elevation 200 m to 50Q fi)e biggest area is located in the north
of the country.

(c) The middle plateau (elevation 500 m1t®00 m) covers approrately 26% of the
land area and is located in the westgart of northern and middle Mozambique.

(d) The remaining area is mountainous (watavations above 1,000 m) and accounts for
about 5% of the land area. The mountaing&\lbd Niassa, Alta Zambézia and Agonia
are of importance. The highest pointMiozambique is Monte Binga at 2,436 m.

All of these main land zonese not unique in terms of soils and micro-clieneonditions.

About 25 main rivers flow through the comnto the Indian Ocean. The largest and
most important is the Zambezi River in cahtMozambique, the fourth longest river in
Africa. Of the 820 km in Mozambique, 420 km are navigable. North of the Zambezi River,
important sources of water are the Rovuma (@5), Liganha, Lario (605 km), and Lugenda

Rivers. South of the Zambezi River, the Pongue, Buzi (320 km), Limpopo, Save, and Komati

Rivers are important resources.

The climate can be described as semi-arithénsouth to sub-tropical in the north. The
country is affected by the seasonal air circufatvd the Indian Ocean and is characterized by
one rainy and one dry season per year. ThehdontProvinces have a monsoon climate with
rainfall between December and March. The SauthHerovinces have larger differences in
temperature and precipitation. The heaviest fais between October and March (see Figure
1).

Figure 1. Meteorological patterns irMozambique, average 1961-1990. Source:
SADC/FSTAU — FAO/GIEWS (2001a).
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Based on Figure 1, we can analyze the growing conditions, such as the length of the
rainy and dry seasons, or the months of water stress and water availability as expressed in the
graphs by the evapotranspiration curve (lighay dotted line). We can see that in many
regions without irrigation no second cropping season is posS$itelimiting factor is water,

not temperature.

The whole country is suitable for agricultupbduction in terms of the length of the
growing period, which is 120 to 328 days per yddre highest suitability is in the plains of
the Zambezi Valley and Sofala Province. Lovsaitability is in the mountainous areas of
Tete, Cabo Delgado and Niassa. The “hot spots” in east Gaza are exceptional with a very
short growing period of 30-59 days (FAO/IIASA 2000; Fischer et al. 2000).

Another common indicator for analyzingogving conditions is the photosynthetic
activity of the terrestrial vegetation. This is done by NDVI, which is gained from satellite
images. The NDVI index is a helpful instrument for the analysis of weather conditions for the
current cropping period based on comparisongisiorical conditions. Figure 2 shows the
mean NDVI index for Mozambique at the ewoidthe dry season (mean value September) and
at the end of the rainy season (mean value March) for the period 1982-1998. The darker the
area on the map, the more green and densely vegetated the area.

Figure 2. Normalized Difference Vegetati Index for Mozambique, average 1982-1998
(Dekad 3 of 09 refers to September abDékad 3 of 03 refers to March). Source:

FAO/ARTEMIS (2001).
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According to the FAO/IIASA study (2000), the general soil conditions for crop
systems are good: @pil depthconstraints exist partly in Tete Province and in the eastern part
of Gaza Province; (ii) fosoil drainageand (iii) soil chemistry very few and few constraints
are documented in Niassa Province, in the Zambezi Delta and in coastal Inhambane; (iv) few
and partiakolil texture/stoninessonstraints are found throughoubst of the country; and v)
within the mountainous and hilareas, frequent seveerrain slopeconstraints are common.
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Figure 3 shows the distribution of the combined soil, climate and terrain slope
constraints for Mozambique. The biggest limitations, classified as “unsuitable for agriculture”
are in the Province Zambézia; “frequent and sewenstraints” are ithe mountainous areas
of the Provinces Niassax@ Cabo Delgado. Those productilimitations are mainly due to
serious soil fertility, and partlglue to soil drainage (frequemdsevere category) and texture
constraints (unsuitable category). The ‘sevdiraate constraints’ in eastern Gaza are due to
moisture constraints. Gendya climate conditions, soil amistry, and soil drainage
conditions are good throughout Mozambique.

Figure 3. Climate, soil, and terrain slope constraints combined for Mozambique. Source:
FAO/IIASA (2000: Plate 28).
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Figure 4 shows the cropland use intensity for Mozambique, evaluated by satellite
images, interpreting agricultural langse change over the period 1986-188&he map
shows the percentage of land area used for cropping within each grid space. The highest CUI
(70%-100%) occurs along the main infrasture network and urban agglomeratiéhs.

Compared with the NDVI map (Figure 2), in areas with high variation in vegetation
growth, such as western Gaza and Tete, thei€uéry low (below 5%). Other regions with
low CUI are either sparsely populated or maiumbus, or are areas with low soil fertility and
other soil constraints (Figure 3), or are bazbiynected to the infrastructure (Figure 4).

22 The land use inventory for Mozambique showed high correlations between cropland use intensity and
population density.

3 The transport infrastructure includes only the major roadsitiaddlly, the hinterland is more or less only
accessible via unpaved roads or footpaths.
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Figure 4. Cropland use intensity iMozambique, 1986-1988. Source: EROS Data
Center/USGS (1992). Naté’rovince map, cities and mainads have been added by the
author.

Nampula City

Y Quelimane

/' Main roads
# Major cities
[ Province boundary

¥ Inhambane Cropland Use Intensity (CUI)

I 70- 100 %

Bl 50-70%

s 30-50 %

Xai-Xali 5-30%

aputo City 0-5%
[ Water

no data

The USGS (1995a) CUI pilot stuaf the Mutarara/Sena aféqsee Figure 5) shows
the development of the (i) cultivation pattern before pmelence (April/May 1975), (ii)
followed by the post-independence agricultural practices (which were affected by the
departure of colonial companies) before walated destruction and de-population (April/May
1985); (iii) the near-maximal population diapements and drought year (April/May 1992);
and (iv) the postwar land use pattern anduiff the returning refugees (April/May 1994).
The time series show huge differences in tilezation of land for agriculture (the darker the
color, the higher cropland use intensity). The devastating effects of war are clearly visible in
the strong decline in both land utilization déynsnd total cropped area during the civil war
period, followed by an intensification since the Peace Agreement in late 1992. For instance, in
1973, 16% of the study area was under cultivatiorMay 1985, the amount of cropped area
is estimated to have been 43%othe area cropped in 1973. Where the CUI range had been
30%-50% before independence, it was generaitluced to between 5%-30%. Areas with a
CUI range between 5%-30% were still uncultivated ten years after independence. The CUI

4 The area includes the towns of Mutarara and $erantral Mozambique and portions of the Zambezi and
Chire Rivers (parts of the Provinces Sofala and Zamhéli) area was studied for several reasons: (i) it is one

of the most densely populated areas of the country; (ii) it has good soil and clonditoos; (iii) it was
connected by railway to the port of Beira (this railway line has not been reactivated to daie)yds/heavily
affected by the civil war in terms of refugee and repatriation movements to and from the neighboring Malawi;
(v) during the colonial period the area was an important cotton producing center, and (vii) after the Peace
Agreement, it was one of the areas with severe food shortages.
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interpretation of 1994 images indicates that the percentage of the study area under cultivation
increased to about 10%. Most of the arelapped between 30%-50% in 1994 were west of
the Zambezi River (USGS 1995a, 1995b).

Figure 5. Cropland use intensity, Zambezi Valley, 1973-1994. Source: USGS (1995b).

1973 CUI 1985 CUI

The geographical distribution of the suitability to specific crops depends on natural
conditions such as precipitation, plant growtpacities and its variation spectrum (NDVI),
soil type, soil fertility, temperature, and others as described above, as well as on
socioeconomic, traditional, andstitutional conditions (mamade environment). The FAO
(2000c) provides a cropping zone map for Mubaue (see Figure 6) on its website. The
map refers to crop suitability. The website does not provide any information on whether the
map has been developed on thsi®af suitability due to naturaonditions, or if it is based
on rainfed or irrigated crops. Furthermore, nimimation is available on what input level has
been taken into consideration. It can be amsly by comparing this map to the FAO/IIASA
(2000) information, that it is lsed on suitability for rainfed cropg medium input level. This
simplified FAO map does not refleitte actual spatial crop distribution.
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Figure 6. Main crop zones in Mozambique. Source: SADC/FSTAU — FAO/GIEWS (2001b).

" Main Crop Zones
} of MOZAMBIQUE

[ Provinces
Mlillet
Matze

E sorghum

E Rice

[ cassava

E Wwheat

Il
CiFAD 1337

When we compare the cropland use intgnmap (Figure 4), which includes the
major infrastructure, the climate, soil, and terrain slope constraints map (Figure 3), and the
NDVI maps (Figure 2) with the population density map (Figure 7), we can see that the
population distribution redicts natural conditions.

Figure 7. Population density in Mashique, 1990. Source: UNEP/GRID (2001).
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In terms of demographic indicators, Mozaque is a typical exmple of a developing
country. Regarding the age structure, a large portion of the population is young: 44.8% of the
population is younger than 15. The lowesbpgortion is in Maputo City (40.5%) and the
highest in Tete Province (48.2%) (Institubddacional de Estatistic 1999; Gaspar, this
volume). The combination of the high totaitfity rate, which results in a young population,
and the HIV/AIDS pandemic will be an imgant political challenge for the country’'s
economic and agricultural development.

Regarding economic activity, the majoritytbe population lives in rural areas and is
active in agriculture, forestry and fisheries (see Table 1; Instituto Nacional de Estatistica
1999); 90% of the rural popdian is dependent on agritural activities. Women are
practically exclusively dependent on agricudtiuactivities throughout the country. Moreover,
in urban areas occupation in agriculture and fisheries is still common and provides either
additional household income afmbd supply in addition to a formal occupation, or it is the
only source of income (food and monetany).urban areas, the number of people who are
economically active in agriculture, forestry and fisheries out of a total economically active
population ranges from 27.6% in Maputo Pra to 66.7% in northern Cabo Delgado. The
respective numbers in rural areas are nmhigher, between 81.8% in Maputo Province and
95.4% in Cabo Delgado. Ecama activity outside the agricultural sector in rural areas is low
for both sexes, but much lower for womeneTiest off-farm employment opportunities are
in urban areas, particularly Maputo Province and Maputo City.

The sex ratio (man per woman) of theoeomically active population in agriculture
shows a completely different pattern (see Table 1). According to the official statistics, in
Mozambique, twice as many women as men are economically active in agriculture, forestry
and fisheries in urban areas. The situation in rural areas mirrors the same pattern with slightly
lower differences. In the urban southern provinces, up to four times more women than men, in
the central provinces slightly less than twice as many females (with the exception of the most
urbanized central province Sofala, which mirrtirs situation of the southern provinces), and
in the urban northern provinces around one-foortine women than men are occupied in the
agriculture, forestry and fisheries sectors. The situation in rural areas is similar with a slightly
lower gender gap of about twice as many worag men in the southern provinces, about one-
fourth more women in the central provinces, and about one-seventh more women in the
northern provinces.

This gap shows that the poorest in the country are the women in the agricultural
sector. This reflects the overall situation in southern Africa. Compared to the sex ratios by
province, it is evident that larger portionstbé female population are economically active in
the primary sector in provinces with veryghimale out-migration rates (southern provinces)
than in provinces with lower labor mobilitytes (northern provinces). The population of the
southern provinces is already characterized by very low sex ratios due to the high male labor
out-migration to neighboring countries andudan areas (Gaspar, this volume). The sex
ratio, for instance, for the total rural poptibn is 0.60 in Gaza and 0.50 in Inhambane
Province. Labor mobility is one of the strategiégpoor rural households to diversify risk and
to secure the basic needs for daily life. In parobility is responsible for the fast spread of
the HIV/AIDS pandemic in sub-Saharan Africadaespecially in Southern Africa. We have
to consider that the poor are not only incenamd asset-poor, but they also lack the
characteristics of education and good health that are teagdior a modern economy and
society. “It is scarcely surprising that the graxperiencing the fastest rate of growth of HIV
infection worldwide is women, with in mamgountries rates of infection in young women
under the age of 20 some 5 to 6 times thogmohg men” (Cohen 1998:5). The behavior that
exposes the poor to HIV infection also limits theility to cope with infection: their lack of
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assets/savings; the vulnerability and uncertaintgonfrces of income; their lack of access to
knowledge about the process of infection¢lunling an understanding of opportunistic
infections; and their general lack ofcass to health and other support services.

Table 1. Percentage of the population who are@wically active in agriculture, forestry and
fisheries, of the total economically active pagidn aged 15 years and over in 1997. Source:
Instituto Nacional de Estatistica (1999: Table 7.4).

Urban ‘ Rural
Total Male Female Sex Total Male Female Sex

% % % Ratio® % % % Ratio*
Niassa 64.5 49.5 85.6 0.82 93.8 89.7 97.8 0.91
CaboDelgado 66.7 49.3 89.9 0.73 95.4 91.8 98.7 0.84
Nampula 56.8 39.1 86.9 0.77 94.6 90.0 99.0 0.87
Zambézia 58.9 39.2 86.7 0.64 93.3 87.5 98.4 0.77
Tete 447 27.5 71.9 0.60 94.1 90.0 97.7 0.81
Manica 39.5 24.9 66.4 0.69 88.1 79.4 95.5 0.72
Sofala 39.0 17.3 72.8 0.37 88.7 78.7 97.1 0.68
Inhambane 53.0 34.7 68.2 0.42 90.4 80.5 96.3 0.50
Gaza 63.8 34.6 81.6 0.26 a 80.5 97.5 0.41
MaputoProvince| 27.6 12.4 47.2 0.34 81.8 69.3 91.4 0.58
Maputo City 9.6 5.2 16.6 0.49 - - - -
Mozambique 41.0 25.1 @3. 0.55 92.7 86.6 97.8 0.73

! Calculated by the author from the total number of people employed in the agriculture, forestry ares fisheri
sectors.
2100% of the Maputo City population is classified as urban.

Population density roughly doubled by total agricultural area in the period 1960 to
1997, from 14.2 persons per ko 34.0 persons per Kirbut these are concentrated in dense
pockets of cultivatios> The Ministry of Agriculture aa Fisheries (personal communication,
Mr. Domingos Diogo 1998) quotes the amoonftpotential agricultural area as 36 million
hectares, which is similar to the FAO (2000ajufies. Further, according to the Ministry, in
1997 only 4.7 million hectares were actually cudted, i.e., 13% of the potential area
(personal communication, Mr. Diogo). This msahat population density in the cultivated
areas — supposing that the whole population liwegal cultivated areas — was 342.5 persons
per knf in 1997. In other words, the per capialtivated area was 0.29 hectares in 1997.
According to the FAO (2000a), 3.35 million heesr(classified as pmanent and arable
land) were under cultivation between 1992 af88t the population density of the area was
480.6 persons per Kmand per capita cultivated areasM@ 21 hectares in 1997. With these
values, Mozambique would lie between the highut and mechanized agricultural systems of
North America and Europe. Fexample, the United States has a density of 149 persons per
km? and 0.67 hectares of cultivated land papita, and Germany has 678 persons per km

5 The figures for 1965 were calculated from the 1960 total population of 6,603,653 (Gaspar 2001). The FAO
total agricultural area in 1961 was 46,649,000 hectares. The figures for 1997 were calculatee ft88i7th
census showing a total population of 16,099,246. The FAO total agricultural area in 1997 was0@d,35
hectares.
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and 0.15 hectares per capita. Mozambique’'sréiglare very close to its former colonial
power of Portugal, which has 364 persons pef land 0.27 hectares per capita. But
Mozambique has substantially aler yields than these countries, e.g., 830 kg/ha for cereals
compared to 6,000 kg/ha in the U.S., whichplains parts of the food insecurity in
Mozambique?®

Labor migration andts historyshould be kept in mind (fanore details, see Gaspar,
this volume), when we discuss the potentdl agricultural development. The country
experienced almost three decades of war avitlstrife, which ceased in late 1992 with the
signing of the Peace Agreement. Hence, the total number of displaced people and refugees is
the largest in Africa, and the third largest in the world after the Afghans and Palestinians.
According to official data, about 1.7 million refugees fled to the six neighboring countries
(mainly to Malawi) and an estimated 4 milligeople were internally displaced. Many of
them were small-scale farmers who had sought sanctuary in the relative safety of the urban
areas (for instance, in the provincial capitals, Maputo City, and the Beira corridor). Practically
all of Mozambique was affected by refugeevaments during the war, and by the influx of
returnees after the war (UNHCR 1998, 1995).

Production of Selected Crops from 1961 to 1999

The agricultural sector in Mozambique is divided into the family sector, which cultivates
about 93%-95% of the area, and the commereieios, which is divided by the Ministry of
Agriculture and Fisheries into state farms, private, and mixed farms (personal communication
from Mr. Diogo in 1998f’ Crop composition, total harvesl area, yields, and total
production in metric tons are characterizedsignificant changes over time, especially during

the long lasting civil war period. This gen describes the ovalft national production
development and provides a short diggion of the family farm sector.

The governmental development planning strategies have changed several times since
independence in 1975. They had to deal withhihtage of the Portuguese colonial system.
Upon independence the government recognibedimportance of the development of the
agricultural sector — the mainstay of theustry’s economy. During the first years of
independence the government focused on the olevednt of the state farm sector. During the
whole civil war period, most of the developmemi@stments in the agricultural sector went to
the state and commercial farm sectors, and the family farm sector was neglected. Since the
Peace Agreement in 1992, the Ministry of Agriculture and Fisheries has focused on the
development of the family farm sect@®.g., Hanlon 1996; Wenzel and Weyl 1982%ince
the 1980s Mozambiqgue has been faced with several structural adjustment programs of the
World Bank and IMF. Governmental program&re established, such as the ‘Economic
Rehabilitation Program’ from 1987 to 1989etiMozambique Emergency Program,’ the
‘Priority District Program’ in 1989, and the @@hprehensive Program for the Agricultural and
Natural Resource Sector’ ®AGRI) in the late 1990s.

%6 Calculated from data in FAO (2000a) and United Nations (2000).
%" The official figure for arable land in Mozambique is 36.6 million hestaire., 47% of the total land area.

28 Agrarian policies are not discussed in this chapter. See, for example, Braun 1989; Davison 1988; Dejene and
Olivares 1991; Hanlon 1986, 1984; Hillebrand 1990; Meyns 1988; Rauch 1990; United States Dedrtment
Agriculture 1980; Weyl 1990; World Bank 1990, 1989; Wuyts 1989; and PROAGRIcations by the
Republic of Mozambique.
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Major staple and cash crop pr oduction according to FAO data %

The country’s most important food crops are maim@lh), millet (mapira) sorghum
(sorgo, rice f@rroz), cassavanjandiocd, sweet potatoesbétata docg potatoes lfatata

reio), and to a certain extent wheatigo). It is notable that sorghum is not listed in the
national Mozambican statistics but plays an important role in the FAO statistics. Cassava is,
in terms of calorie intake, presently the msportant crop, as it provides 36% of the total
calorie intake on the nationaiiel. Maize, the next most jportant crop, provides 29% of the

total calorie intake. It is followed by wheat and rice (5% each), and sorghum and millet (5%
together) (FAO 2000b). The calorie intak®mposition differs from region to region,
depending on the farm systems and cropgagterns, which in tn depend on natural
conditions. Other factors thanfluence calorie intake are household composition and
socioeconomic factors such as tradition, accessaxkets, and storage possibilities. Most of

the calorie intake from wheat comes from impdntgheat: it is a negligible crop in terms of
domestic production. The major vegetable crops are béaidey, tomatoes tbmatg, and

onions €ebolg. The vegetables are groupedhe national statistics drticulas Along the
coastal areas in the Provinces Gaza, Sofala and Zambézia, rice cultivation is common in the
plains, which are adaptable for rain-fed rice production.

The total production of the most important staple crops, roots and tubers, shown in
Figure 8, increased after the end of theilavar in 1992. By contrast, most cash crops
continued to stagnate. This may be the resulh@ffocus of the government and development
cooperation agencies to ensure food securifgrbeincreasing the productivity of the cash
crop sector, and/or the resistance of tleal@opulation to planting “colonial crops.”

Figure 8. Total production of the main stagi®ps in 1,000 metric tons in Mozambique,
1961-1999. Source: FAO (2000a).
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Figure 8 also shows the total amount ofee¢ food aid that arrived in the country
between 1974 and 1998. At the peak of thadfaid in 1992, 929,089 metric tons of cereals
arrived, compared to only 132,047 Mt of locafjyown maize. In total, four times as much
food aid arrived in the country in that yeaathcereals were produced. Two factors led to the

29 All data in this section come from FAO (2000a) unless otherwise stated.
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food shortage crisis. Historidg) 1992 saw one of the most sex@roughts, and the civil war

had, by that time, displaced about one-thirdhef total population. This lead to a significant
reduction in yields per hectare and total lested area for all staple crops. These factors
resulted in a reduction in seed availability, which made the planting of the same area as the
year before almost impossible. From 1992 omsahowever, food aid declined precipitously,
reflecting the rise in local pduction, better food distributionnd slow reconstruction of the
markets and infrastructure.

At first glance, total production of the two most important staple crops, maize and
millet, increased astoundingly after 1992. Camngul to the mean production of the pre-
independence period (1961-1974) and civit wariod (1975-1992), maize production tripled
and millet production increased 5a6d 10 times, respectively. &lper hectare production in
1999 for maize and millet reachegproximately the samlevel as reported in the colonial
period (0.94 Mt/ha for maize and 0.54 Mt/ha fiaillet in 1999, mean value of 0.92 Mt/ha and
0.53 Mt/ha in 1961-74) after austant decline during the war period (0.16 Mt/ha for maize
and 0.29 Mt/ha for millet in 1992). According the FAO (2000a), the harvested area
increased from 425,000 ha in 1961 to 1,260,00ehhER99. Millet showdhe same pattern.
That means that the steep increase of fmtatluction after 1992 is the combined result of
yield increases and the increase of total harvested area.

Other staple crops, such as wheat amné (paddy), have not shown a significant
increase over the last ten years. In fact, wkheateased constantly, both in production and in
harvested area, from about 10,000 Mt to 2,000 Mt in the 1990s. Production declined sharply
after 1975 and reached its peak in 1981. Jteep reduction from 1971 to 1975 resulted from
a sharp decline in yield, not from fewer harvested areas. The sharp increase in 1981 and 1982
was due to the national stdsem policies, and this Vel has remaied constant.

The production of cassava, sweettatoes and potatoes increased constantly between
1961 to 1999 with almost no visible impact of tel war (see Figure 9). Furthermore, there
are no significant signs of drought or flomdpacts, except for cassava in 1992-1994, but this
was also related to a reductionharvested area in 1993-1994. It is important to note that the
increase in cassava production is based more on an increase in yield (Mt/ha) than on the
harvested area, and the potential for higher yields still exist. The improvement of cassava,
both in terms of productivity anautritional value, is one of ¢hmain targets of the FAO (for
more information, please see http://wviaw.org/NEWS/2000/000405-e.htm). In addition,
sweet potatoes can be combined seasonally nezigh According to FAO data, the harvested
area for sweet potatoes stagnated from 1@7@991, with a slight increase after 1995,
following a reduction during the drought years.
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Figure 9. Total production aiain root crops in 1,000 matrtons in Mozambique, 1961-
1999. Source: FAO (2000a).
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The maincash crops in order of export earnings in 1998 are: cotton lint (US$ 15
million), cashew nuts shelled ($0@illion), sugar total raw equalent (US$ 5.7 million), and
tea (US$ 0.23 million) (see Figure 10). Castops are important for the family farm
household income in some districts. In thetIgears of the colonial period, there were
considerable increases in sugar caneshea, tea and tobacco production. Following
independence, productionvids plunged heavily as a result of factors such as the breakdown
of the market and the destruction of the processing companies due to the return of the
Portuguese settlers, and the disappearantieeotolonial forced labor productionhjbalo).
The much slower production gains of the 1990s arataresting contrast to the real increases
of the staple crops.

Figure 10. Production of main cash/expodps in 1,000 metric tons in Mozambique, 1961-
1999. Source: FAO (2000a).
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Cotton has been and still is the main cash crop in northern Mozambique (Cabo
Delgado, Niassa, Nampula addmbézia Provinces). Production of seed cotton was 118,000
Mt in 1975, then fell to less than 33,000 Mt in 1985, and increased to 51,500 Mt in 1994 and
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91,000 Mt in 1999. The harvested area shows abeusdame pattern, with a slower increase
in the post-war period than the per hectareduction. A program forehabilitation of the
cotton sector is part of the national planning polltys interesting that yield decreased in the
drought years 1981-84 and 1986-87, but in tloaigint period 1991-92 the yield increased.

Sugar was produced by large cane companlastgiions), such as Sena Sugar Estates
Ltd., Companhia Colonial do Buzi (Sofala Pmee), and the Sociedade Agricola do Incomati
(Maputo Province). Bduction reached itsaximum in 1972 with 3.15 million Mt. All the
companies were nationalized after indeperdehe total sugar production decreased to a
minimum of 215,000 Mt in 1987 (to 1/14th of th®72 level) and since then has hovered
around a level of 200,000 to 350,000 Mt. The gonemt and the African Development Fund
have been planning the rehabilitation of the ssg&tor since the beginning of the 1990s with
massive foreign monetary aid.

In 1986, Mozambique ranked eight, aft€enya, Malawi, Tanzania, Zimbabwe,
Rwanda, South Africa and Mauritius, amoAgican tea producers (EIU 1996). The main
production areas are the Zambézia hills anoumtains close to the Malawi border. The
country produced 19,000 Mt in 1973, then fell to a minimum of 13,500 Mt in 1975, and
increased strongly until 1981 (22,190 Mt). Itasrrently on a level of about 15,000 Mt per
year. The civil war was one of the mostpontant reasons for the severe decline in
production. In 1987, RENAMO destroyed the equipnudritve tea-processing factories. The
principal markets for tea are the United Kingdom and the USA.

Production of cashew nuts was 360,000 MtL8Y5 and declined almost to zero in
1984 (20,300 Mt). In an attempt to incregs®duction levels, the government doubled
producer prices for the crop. In late 1991 the government authorized the export of cashews in
unprocessed form for the first time since 1986t still, the cashew nut production remains
quite low, about 50,000 Mt per ye&r.

Coconut and copra is mainly produced plantations in the coastal belt of the
Zambézia and Nampula Provinces. Cocopatduction varied in the period 1970 to 1999
between 410,000 to 450,000 Mt total production pear. Coconut is a popular crop for
subsistence farmers who use the oil and other products in everyday life and for income.

Agricultural production by province according to national statistics

Data sources used in this section areAgecultural Survey of the Family Sector 19908AP
1996), theDistrict Development Profilesf the UN System in Mozambique (2000) and the
Agrarian Statistics 1990MAP 1997). The first two sourcgsovide data for the family farm
sector, for instance, on farming systemslds and cropped area, auto-consumption and
marketing, without a time series. The third pd®ms information back to the year 1986 for the
commercial sector, namely, the state, privatel cooperative sector, for instance, on crop and
livestock production, commercializan and forestry. The family sector is not of importance
in these statistics and consists of irregularitieeims of errors, either of total area harvested

%9 For a critical analysis about the failure of cashew rehabilitation by the IMF, see Hanlon (1386, 19
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or total productiori® The following paragraphs dedwei agricultural characteristics by
province, starting in the northern part of the couftry.

In Cabo Delgadg the mean size of the cultivated &feer household in the family
sector is 2.28 ha or 0.62 harpgeusehold member. In ordef production, the main food
crops are maize, cassava, millet, groundnut, beans@ndignificant is that the majority of
the food crops are auto-consumed, about 99%h@ftotal rice production, 93% of cassava,
90% of millet, and 78% of maize production. Commercialiftamt crops are butter (wax)
beans (100% of total produeti), followed by other beans (82%), maize (22%) and groundnut
(15%). Cash crops are cotton and cocomtdtich are commercialized by 100% and 21%,
respectively. Of interest is the market \alior tobacco and sesame, although no cultivated
area is reported in these statistics. Majapsrin the commercial sector (MAP 1997) are rice,
beans and cotton, millet and groundnut. Theltpt@duction for the first three crops
constantly decreased until 1988d recovered to the 1986 |éwe the year 1996/97. Millet
and groundnut production has been recorded since 1993/94.

In Niassag the mean size of the cultivated apsx household in the family sector is
2.37 ha, or 0.56 ha per household member. Impbfteod and staple ops are maize, millet,
beans, cassava, and groundnut. The majorifgraduction is auto-consumed, about 98% of
the total millet production, 98% aiassava, and approximat@% of the maize production.
Commercialized food crops are sweet potato8s%cof total production), followed by maize
(about 29%) and beans (21%). Important cash crops are tobacco and cotton, which are
commercialized by 160% and 99%, respectively (the 160% might be explained by tobacco
import from the neighboring Malawi). Listedagrs in the commercial sector (MAP 1997) are
maize, beans and vegeéles, rice and groundndihe cultivated area for the first three crops
constantly declined between the cropping seasons 1986/87 to 1995/96.

In Nampula Province, the mean size of the cultivated area per household in the family
sector is 2.60 ha, or 0.64 ha per capita. @didy importance of total production, the main
staple and food crops are cassava, beangemgroundnut, and rice. Almost the complete
harvest of the following staple crops is auto-consumed: 95% of tiflecssava production,
97% of millet, and 67% of maize. Eadimousehold consumes 66% of the groundnut
production and 77% of all bearimiportant cash crops are cashew, cotton and coconut, which
are commercialized by 70%, 99% and 22%, respectively. The low commercialization rate of
coconut and the limited aamercialization of cashew may becombination of the importance
of these products in the daily household di@hd the absence of markets. The small
production of tobacco is 100% commercializ&ecorded crops in the commercial sector
(MAP 1997) are maize, beans (with a sigraht production peak from 1987/88 to 1993/94),
vegetables, and groundniMillet and cassava production are reported in this province, too.
Cotton is the leader of the cash crop production, followed by tobacco and sunflowers.

%1 The calculated yields per hectare from this data vary too much and must be adjusted before they can be used in
the analysis.

%2 For comparison with the water model chapter by Hellmuth et al.isnvtiiume, the country was split into

three Socioecological Regions: SER-A encompasses ttieeno districts Cabo Delgado, Niassa, Nampula, and
Zambézia, and covers approximately 50% of the total land aiéa,5@% of the total population. SER-B
encompasses Tete, Manica and Sofala Provinces, and covers about 29% of the total land area, with
approximately 20% of the total population. SER-Glé&dined by the Provinces Inhambane, Gaza and Maputo,

and covers about 21% of the total land area, with approximately 28¥e dotal population. SER-C also
includes the capital city Maputo.

% Here, cultivated area includes annual crops, permanent culture, pastures and fallow ground. For comparison,
pastures are not included in the data in the first paragraph after Table 1.
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In Zambézia the mean size of the cultivatecarper household in the family sector is
2.19 ha, or 0.49 ha per househatémber. The main food crops, according to the order of
mean planted area, are maize, cassava, millet, rice, beans, m&bamirgroundnut As in
most provinces, the main part of production is auto-consumed: about 76% of the total maize
production, 100% of millet, almost 100% of meikae 96% of cassava, 92% of rice and 82%
of beans. The most important conmeialized food crops are groundnut (45%
commercialized), maize (23%), and sweet potatoes (13%). Important cash crops are cotton
and cashew, of which 100% and 62%, respebtjvare sold. Listed food crops in the
commercial sector (MAP 1997) are rice,ahs, cassava and since 1989/90 millet and
groundnuts. Of importance for the commercial sector, which includes the state farm sector, is
cotton, copra and tea production.

In Nampula the cultivated farm area with treascounts for about 20% and the fallow
ground for about 13% of the total area. CabdgBao’s distribution isabout 3% and 22%;
Niassa’'s distribution is abo®% and 17%; Zambézia's digtution is about 27% and 10%.
This indicates that there is more shifting cultivation in Niassa and Cabo Delgado.
Characteristic for all four northern provinceghst beef production is almost non-existent in
the family farm sector (MAP 1996). Theoeé the amount of the household’s total
agricultural area devoted to pastures is alni8t In all four nortlern provinces, almost
every household keeps chicken, followed by gaat ducks, and swine or ovine, with more
importance on ducks in Nampula and Zambéwxid on goats in Cabo Delgado and Niassa.
Livestock is used for auto-consumption and for marketing purposes. Ranked by the number of
sold heads, chicken are first, followed by goat, swine and ducks.

In Tete, the highest and most interior prosénof the central region, the family farm
sector has a mean size of 2.10 ha of caléd area per household, and 0.40 ha per capita.
Manica, bordering Zimbabwe, has a mean cultivated area per haliséizofi2 ha, or 0.42 ha
per household head. Sofala has a mean cudtivatea per household of 3.05 ha, or 0.57 ha
per household head. The difference between ttveinmes is the amount of land that is fallow
—12% in Tete, 10% in Manicand 4% in Sofala. Sofala is the only reported province of the
central region with a mean area of 0.74 ha umasr cultivation (that isbout one-fourth of
the total cultivated area); Manica has a mea&a af 0.03 ha under pastuie.general, most
of the farm area is usddr annual crop cultivation.

Ordered by total production the main food and staple cropstmare maize, millet,
meixoeira, and root vegetablesich as potatoes, sweet potatoes and cassava. In addition,
vegetables such as groundnut, onions, letttm®atoes and garlic are grown. The auto-
consumption rate is almost 100% for the mijoof the food crops (especially cassava,
millet, and meixoe#m). Income is generated from sejfligroundnut, beans and maize (53% of
the total production, 19% of ddean varieties and about 12% of maize production) and sugar

34 Meixoeira: African tree with edible seeds.

% The order of importance of crops can be different when they are based on the mean planted area or on total
production. But for all four provinces, the ranking does not really change based on mean planted area by
household or total production. Also, the ranking is almost the same, when lookiegoati¢h by percentage of
households which plant these crops. For the Province Zambézia for example, the order for total production in
metric tons would be: maize, cassava, rice, millet, meixoeira, beans and groundnut, instead of maiag, cassav
millet, rice, beans, meixoeira and groundnut. This result is based on the following factioesob3ervable and

evident importance of these crops for food conswmnpt the “typical” diet composition; b) the quite low
hectare productivity, which means that the differences between the crops are small; and c) the “absence” of
consumer goods markets, which means that farmers are forced to produce their own food.
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cane® Tobacco and cotton are the two typical cash crops, but are not of significant
importance in the family farm sector. Majoiops in the commercial sector (MAP 1997) are
maize, millet, groundnut, beans, and vegetabdesording to the production data for the
commercial sector, only maize is of importanteigation is recorded only for vegetable
production and in small areas for rice production.

In Manica the main food crops in order of importance are maize, millet, meixoeira,
beans, sweet potatoes, cassava and groundnutyfibal food and staple crops have a high
auto-consumption rate. Households consurghity 87% of the total maize production, 99%
of millet, 92% of cassava, and between 75% and 88% of beans. Besides the
commercialization of the méoned food crops of between 2% and 25% of the total
production, cotton (100%) and sesame (42%) are of importance for income generation. The
MAP (1997) database also reds maize, millet, groundnutsyursflowers, cotton, and citrus
fruits.

In Sofala Province, in order of importaacof total production and area under
cultivation, the main staple anddd crops are maize, millet, cassava, rice, all sorts of beans,
meixoeira and groundnuts. Typical cash cr@we cashew, coconut, sesame, cotton and
tobacco. The majority of the people in SofBl@vince live along one major road (the Beira
corridor) and in Beira, the second largest oitfMlozambique. The auto-consumption rates in
the family farm sector are as high as ihestprovinces. The households consume about 97%
of the total millet produatin, 96% of meixoeira, 94% of cassaand rice, and 87% of maize.
Family farms sell about 30% of the groundnutdarction, 36% of the cashew, about 45% of
the wax beans, 77% of the tobacco productioaxistent, and more or less the total cotton
production. Recorded food and staple cropthécommercial sector (MAP 1997) are maize,
millet, vegetables, beans, cagsaand groundnut, and main cash crops are cotton, sugar cane,
and of less importance sunflowers and tob&éco.

Chicken, goats and ducks, inder of importance, are the main source of livestock in
the family farm sector in the central proees for both auto-consumption and marketing.
Cattle are common in all three provinces, but are most common in Manica where livestock
production has a long traditiof. Still, present livestock production is below pre-
independence levels. The major loss of livestwek reached by end of the civil war in 1993.
Several drought years and especially the 1®®2frought reduced the already war-affected
herds. According to MAP (1997ineat production counted by head of animals is big in the
family farm sector. Cattle are not only a sourcepudtein, but also particularly important as
draft power and transport, atmlprovide manure for fertilizer.

In the Gaza Province the mean size of the cultivated area per household is 3.80 ha, or
0.87 ha per capita. Inhambane, with its maadroonnecting to Maputo City to the north, has
a mean cultivated area per household of A&6and 0.46 ha per household member. Maputo
Province, the smallest and most urbanized maeji has a mean farm size per household of
2.55 ha, and 0.46 ha per household head. Maputo Province has the lowest proportion of land
under fallow, which is about 2% of the totakar Inhambane, with quite good infrastructure,

% Many small-scale farmers (family sector) plant sugar cane along small rivers, the more moist treias of
land, and it is part of their daily diet. Quite often sugane is sold at the local market (just three sticks) to
generate additional farm income. In this context sugar cane is not the classical plaasitiorop.

37 During the Portuguese colonial period the important sugar cane and cotton plantations and factories were
located in Sofala Province. Many of the factories were destroy@ugdte civil war and former plantation areas
are now occupied by small-scale farmers.

% Two-thirds of Mozambique (most of SER A and SER B) are affected by the Tse Tse fly.
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has about 5% of the area under fallow. Gazatha highest rate of fallow land (12%) in the
southern region. Even thougtethegion is more suitable to cattle productiony@mhall areas

in the family sector area are classified as pastures: 2% in Gaza, 3% in Inhambane, and 0% in
Maputo Province. The majority of the farm anisadevoted to the annual cropping system
(18%), tree farming (4%) and pastures (18%).

In Inhambane, the main food and staple crops, ranked by total production, are maize,
beans, groundnut, root vegetables such as waspatatoes and sweet potatoes, millet, rice,
sesame and meixoeira. Almost the total harvest of the following staple crops is auto-
consumed: 92% of total maize, 91% of b&ea®2% of cassava, 99% of millet and 93% of
groundnut production. Of importance for househiidome is the sale of sweet potatoes
(more or less the complete harvest) and seegetables, such as onions, tomatoes, cabbage,
lettuce, garlic, peri-peri, peppgumpkin and carrots. Importaclassic cash crops for a few
farmers are cotton (Govuro and idoine district), cashew and @anut along the coast. Also
to a lesser extent tobacco and sunflowers are reported. Major crops in the commercial sector
(MAP 1997) are maize, cassava, groundnut, besgetables and rice, and cash crops such
as copra and sunflowers.

In Gaza the main food crops in order of impance are maize, cassava, beans, and
groundnut. For a small number of farmers, rica ggnificant staple crop, which is marketed
by 30%. The other typical food and staple crobpse the same higluto-consumption rates
as the other provinces. Almost 100% of tb&al millet production, 91%f cassava, 79% of
maize, 20% of sweet potatoes, and about 0% 92% of the beans (depending on the
variety) are consumed by the householdssidBes the commercialidgan of the mentioned
food crops between 0% and 5@¥the total production, casheand copra are of importance
for income generation. Vegetables are mostbwgr in the cool season. Reported constraints
are irregularity in rainfalls, pests, lack of seeds and lack of capital (UN System in
Mozambique 2000). The MAP (199d@atabase records maize, groundnut, vegetables, beans,
onions, industrial tomass, cassava, and cotton.

In Maputo Province, in order of total produien and area under cultivation, the main
staple and food crops are maize, beans, graundassava and sweet potatoes. Vegetables
include pumpkin, lettuce, garlic, onion, cabbagacumber, okra and tomatoes. Even in
Maputo Province, despite its proximity to the nation’s capital, auto-consumption rates in the
family sector are high: 87% of the total maproduction, 100% of groundnut and beans, 75%
of sweet potatoes, and 63% of cashew. $mall remaining amounts are sold on regional
markets. Rice, sunflower seed, sugar cane, bananas and vegetables are grown by the family
sector as cash crops. Recorded food and stapfes in the commercial sector (MAP 1997)
are maize, rice, cassava, vegetables, fiegnoundnut, water lemons, and sugar cane.
Irrigation and fertilizers are used in the commercial farm sector, while the family sector uses
traditional methods such as manure, inter-cropping, and crop rotation.

The main domestic animals for household consumption are chicken, goats, ducks,
swine and rabbits, in variousdar depending on the districtx@ept chicken and goats, which
always rank first and second). Goats, pigstleand chicken are impiant for marketing.

Cattle are common and used for meat and as draft and transport animals. As mentioned at the
beginning of the section, the main factor favgrthe development of livestock farming is the
existence of large pastures, suitable climaig @ cattle-ranging tradin. Current differences

in livestock sizes by districts are the result of the civil war combined with drought years.
Reported constraints on livestopkoduction are animal diseasésck of extension services

and shortage of money to buy stock (UN System in Mozambique 2000).

108



HIV/AIDS and Agricultural Development: General Discussion

Looking at the agricultural transformationopess in Africa, Richards (1985) says that
farmers have had neither the time nor indlovato homogenize their land for machines or
chemical-intensive plant ideotypes. Furthermore, Africa has suffered more from labor
shortages than lack of land. Ml et al. (1997) observe thagricultural science, which is
based on an one-at-a-time id@a of significant variableshas found it hard to conceive
ways of working with the huge diversity of crops and land types as is found in the African
“subsistence agriculture.” Instead, developmezfforts have favored the transfer of
technology, the introduction of mono-cropping syss, and an “under-investment” in locally
innovative agricultural research.

Barnett et al. (1995) and the FAO report (1995) elucidate that farming systems vary in
the vulnerability to the challenge of HIV/BE. Studies in West African grain cropping
systems (Richards 1986) and Eastern Afrid@anana/maize/root @p farming systems
(Barnett and Blaikie 1992; Barnett et al. 199698 that in areas with a large HIV infected
population, the Eastern African systems are bdfscted by the diseas The West Africa
rainfed farming systems as described Richards (1986) tend to abandon upland rice
production and switch temall survival patches of “gaen” and dry-season wetland crops,
such as sweet potatoes. The East African systems seem to be more flexible to the loss of labor
of family members who have tarse a household member with an AIDS-related illness.

The greatest impact is not felt by the weak. “HIV/AIDS, in a way, ‘selects’ for the
strong — for the professional classes, for hoakkebreadwinners. This is a reflection of the
strong connection between mobility and wealth generation in African society. HIV/AIDS s,
in effect, a network disease, especially asged with the urban notes and major transport
arteries.” (Richards 1999: 98)

In economic terms, householdsirsing members with AIDS are affected in various
ways — often scarce reserves of rural capita depleted. For exaie, households of post-
AIDS survivors have to struggle to surviwath cattle and otherssets gone. Often only the
land remains, especially in areas with customary tenurersy®ugalema 1998).

HIV/AIDS may have several effects onrmgltural productionwhich is dependent
upon the social, socioeconomic, and farmingtesmys, as reported in several studies.

1) The situation is worsened by the fact that HIV/AIDS is transmitted heterosexually in
Africa (FAO 1995; World Bank 1999). The probability that both parents die is very
high. According to the results of tHASA Population-Devedpment-Environment
case studies in Botswana (Sandersoal.e2001a), Namibia (Sanderson et al. 2001b),
and Mozambique (Wils et al. 2001) the ratio of the population group aged 40-49 to
children will stay more or less constant, even in the behavioral change scenario (i.e.,
reduction of HIV transmission). However, theerall size of the rural population will
decrease, and the remaining populatidha@nsist of children and elderly.

2) HIV/AIDS may deplete the scarce moneteggources of affected households through
payments for medical treatment (traditibmad/or conventionatreatment), funeral
costs and special food (mourning customsm&af those resources would have been
used for purchasing agricultural input (agechnical improvements, seeds, occasional
extra labor, family assets such as livestock, etc.).

3) The decrease in labor force due to AIDS deaths or the loss of time incurred by nursing
sick HIV-positive family members (reduced labor quantity and labor quality) may
result in: changes in the cropping systereduction of the cultivated area; minimal
soil conservation measures; decreasegrioductivity; abandonment of cash-crop
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4)

5)

6)

7

8)

9)

production in favor of food or subsistence crops; change to labor-saving time crops
which could result in a strong decrease of vegetable cultivation; and less intensive
livestock production, which can result in @&devaried and less nutritious diet. Other
impacts can be the reduction in the ability to control pest diseases; the delay in
farming operations such as tillage, planting and weeding; and the loss of agricultural
knowledge and management skills. It can muawed that the effects of labor loss due

to AIDS deaths are similar to labor loss due to male rural out-migration (Prommer
1998). And, as is mentioned in the FA(oet (1995), the transmission of acquired
skills and knowledge will be affected Hyoth, within an age cohort and from
generation to generation.

In rural regions, where there is a higsk of HIV/AIDS and where the land tenure
reform is pursued rapidly and aggressiyehe number of landless households might
grow.

Traditionally, the extended family tweork has developed successful coping
mechanisms for emergency situations, such as natural disasters. Simplified, the system
is based largely on the exchange of labatha farm, family, and community units, as

well as in the form of gifts, food and monstdoelp. But we have to bear in mind that
these systems have their limits and can collapse.

As a result of AIDS deaths in the rubeduseholds, children can be forced to increase
their labor contribution. This can result imgher school drop out rates or even no
school attendance at all, pexially for female chilcen. HIV/AIDS has already
worsened the indicators of economand human development (i.e., Human
Development Index). It has increased @y by depleting the middle income-
producing generation in households. Itshacreased poverty in communities and
caused changes in the social household structure (World Bank 1999).

We know from other more gerely hit countries that mg children will be orphaned.
What happens to these young orphans? It is likely that the social relocation follows
matrilinear lines, which often means being cared for by the grandmother (FAO 1995).
Does this lead to an increase of relocaigzhans to households headed by middle age
or older women? Or even worse, child-headed households?

The impacts for widows might be different than for widowers. Women can lose access
to land and assets,blar, inputs, credit, and supposervices (Baier 1997). Legal
frameworks are not sufficient by reason existing communal laws and traditions,
which are still imposed in most rural areas. For example, the brother-in-law might
“inherit” the widow; the brother-in-law might take over the livestock, leaving the
widow with no possibility to support her faryilthe widow might be forced to move
back to her parents place; and many others.

How will the international donor organizations react to the impacts of HIV/AIDS
affected households? As D&aal (1997) notes, the alliee between humanitarian
organizations and “neo-patrimonial” African regimes is as unhealthy for democracy
and human rights as it is for agricultural development. The challenge to guarantee
sustainable development, good governaacel human rights will, therefore, be
dependent on the international community and the willingness of governments to deal
with this issue on all levels.

Figure 11 shows a simplified diagram of the possible impacts of HIV/AIDS on

farming systems, presented as a descemdiote. A farming system dependent upon family
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labor may face serious decreaseproduction because of such factors as direct loss of labor
force, decreasing area planted and harvested, and direct costs of HIV/AIDS.

Figure 11. Impact of HIV/AIDS on agritture, represented as a vicious cycle.
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Conclusions

The evidence of the spread of HIV/AIDSnural areas has often been overlooked because of
poor data, irregular spread of the diseasd, @assumed lower prevalence rates than in urban
areas. It is important to notthat countries that rely heiéyw on agriculture, such as
Mozambique, may lose their knowledge of sahservation, erosion control, and farm, crop,

and livestock management skills — so-called brain drain — because of AIDS deaths of the most
active population group. Studies on the lossveftical knowledge transfer should be
conducted in order to bettenderstand the impacts of HIV/AIDS on household compensation
strategies.

We can assume that the effects causedhaynges in cropping pattern will be similar
to those caused by rural out-migration (Prommh@98) with one important difference — the
additional loss of remittances due to AIDS deaths. This will be worsened by increasing HIV
incidence rates for African women, with men under 25 representing the fastest growing
group. The highest rates of rural out-migration are in the age groups 20 to 40 years, which
leads to an erosion of the male labor force. The labor loss is higher in the southern provinces
due to traditional labomigration movements to Southfr&a and other African countries.
Both factors combined may lead to substdnlabor losses in the non-mechanized and
household labor intensive family farm sector (vehthe majority of the population is active),
especially in the poor and barely litexdamilies.

Production and vyields havecireased considerably since the Peace Agreement in
1992. The family farm sector is still dependent household labor arldbor exchange. The
households still depend on their own productand have limited purelsing power, which
becomes visible when we look at the auto-corsion rates of the majcstaple crops and so-
called cash crops. Mechanization and the input of a modern means of production, such as
fertilizers and herbicides, arerea(FAO 2000a). It cannot be esgied that the situation will
improve because of the findaatburden of direct HIV-reled costs for the households.

111



A recent vulnerability assessment studyfeod and nutritional insecurity for 1997/98
(Republic of Mozambique 1998a) suggests thirge number of districts are vulnerable to
both transitory and chronic food insecurityThe most food-vulnetde households have
other sources of income such as petty trgdihe most important one), ganho-ganho (labor
exchange for food or cash), and the saleasth crops. This means that they are dependent
upon their own production and low paid, ecsire job opportunities. The food-secure
households have a more diversified incomé production strategy, which includes livestock
production, fishing, and formal employmgiRepublic of Mozambique 1996, 1998a, 1998b;
Instituto Nacional de Estatisti 1998; Tschirley and Weber 1994).

What does this mean for Mozambique, which, according to the official statistics, is not
as seriously hit by the HIV/AIDS pandemis the other southe African countries?
According to Wils et al. (2001), the HIV/BIS epidemic will not lead to an economic
catastrophe. These overall national results dopnotide insight in the existing production
system. Using the descriptive analysis of the existing data, we can assume that Mozambique
will have to formulate agricultural development plans and implement strategies to minimize
the negative impacts of the disease to a partiqdar of the population. Future strategies to
reduce the annual number of new infections shaantinue to be one of the core issues.
Detailed studies on how households can capf the loss of the most active population
group — namely the adults, who do the majootythe agricultural work — could be helpful.
The absolute number of possible affected hbakks may be considerable because of the
population size. The author proposes to pieva framework in which the farmers can
diversify their production (risk-reducing strategiyr economic and natural crisis periods).
This includes multi-cropping systems based @ulitronal (but improvedyarieties, and the
knowledge to 1) reduce seasonal labor peakkvdr the risk of soil depletion and erosion,
and 3) decrease the risk otdbharvest loss, for instance, dieirregular rainfall (flood or
drought). Further, access to markets, cropasger seed access, health centers, schools, and
other infrastructure are of major importance.

In the discussion on poverty and HIV/AIDS \mave to recognize that this is a bi-
causal relationship, which needs to be understby those involved in policy and program
development. The evidence reveals the interdependence of the social, economic and political
systems, and it is precisely the capacityuaction normally that i®eing undermined by the
epidemic. In this context, principles for action have to include the eradication of inequalities,
including women in decision-making and mitiiga processes, a good judiciary, and civil
society organizations. In the reported andeobsd responses by rmounities and families,
the first line of action was to create volunteeuctures to offer assistance. These groups are
promoting other needed changes as well, such as increasing the acceptance of women and
young people in the power structure, operamg strengthening civil society, and expanding
the acceptance of development programs nicaljure, education, and health. These groups
need support and a clear legal and flexible fraor& within which to work according to their
specific needs, considering that the epideraftects each village in a different way.
Furthermore, the actions taken by one single country are less effective than actions taken
jointly by several countries. Cross-learnimg) necessary to develop and implant policy,
programs, and a regional supply of technical eige We have to keep in mind that the

%9 The southern provinces are most affected, especially all Gaza districts (food awaitehdiv 6 months),
followed by the districts in the interior, Inhambane, Maputo Province, Sofala, and thetsdsbuth of the
Zambezi River in Tete Province (food availability mostly below 9 months, witlv alifgtricts below 6 months).
All districts north of the Zambezi with the exception of Mutarara and Chinde distriaticMProvince, and the
southern coastal districts of Inhambane are listed with a food avajlahiér 12 months, and a few between 9
and 12 months (Republic of Mozambique 1998a:19ff).
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dimension of the HIV/AIDS pandemic in Africa, from a psychosocial to a socioeconomic
standpoint, can also be a threat to internatisaaurity (UN Security Council) and requires a
rethinking of the position of the westerountries. Desmond Cohen, former Director, now
Senior Advisor of the HIV iad Health Development Programme of the UNDP, said: “While
past efforts have largely focused on prédg what might happen, the world and the
epidemic have moved on anghtity is now only too often worse than any prior predictions”
(Cohen 1999:1).
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THE MOZAMBIQUE WATER MODEL
Molly E. Hellmuth, David N. Yates, and Kenneth M. Strzepek

Introduction

The water model is composed of three mpaamts: a water balance model, a water supply
model and a water requirement model. The water balance model is a two-layer model of
surface and ground water processes. This miedeh extension of the rainfall-runoff water
balance model CliRun develapdy Kaczmarek (1993), and modified by Yates (1996) to
include a potential evapotranspiration routimbe water supply model represents the water
available due to infrastructure such as nesies, pipelines and groundwater pumps. Finally,

the water requirement model computes thater demands of & major water supply
consumers: industry, agriculture, institutipasd households. Thegegee model components

are described in this chapter.

Figure 1 shows a schematic of the watedel. The water model breaks the region of
interest down into the pertinent watersheds that contribute water to the surface and
groundwater supply. The water that is availabléhe consumers is the surface water runoff
that is captured by surface infrastructure or the groundwater recharge that allows for
sustainable abstraction. This wate then available as supply for the end users, or demand
centers.

Figure 1. Water model schematic.
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The Water Balance Model

The model schematic of the surface water component can be seen in Figure 2. The water
balance model creates a mass balance wittiensoil moisture zone, taking into account
precipitation, runoff, groundwater recharge aatual evapotranspiration, while using PET to
derive the extraction of water from the soil moisture. There are three calibration parameters,
a, € and A, and five exogenous parameters: temagure, precipitation, vapor pressure,
latitude and soil moisture capacity. The model uses an “average day” value of precipitation
and temperature for each month of the histeddes. This captures the non-linear dynamics

of the evapotranspiration processes, whiah storage dependent and cannot be accurately
approximated at a monthly time scale.

Figure 2. Water batece model schematic.
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A mass balance is calculated in the soil moisture zone, which is represented by the
following equation:

z (t+1) = [P(t) -R(t) -Rs{t) -ET(t)-RD(t)] + Smax @
where ET = evapotranspiration (length/time)

P = precipitation (length/time)

Rs = surface runoff (length/time)

Rss = subsurface runoff (length/time)

RD = groundwater recharge depth (length/time)
Smax = soil moisture capacity, (length)
z = relative storage (0 < z < 1), (dimensionless)

Evapotranspiration is a function of the PRiid the relative storage (z). The PET is
calculated by the Priestly-Taylor method (#g@endix A). This method was chosen because
of its simplicity and the evidence supporting sachempirical relationshion a regional basis
(Yates and Strzepek 1994). The Priestlyldbaymethod uses regional data series of
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temperature, relative humiditigtitude, and sunshine hoursaompute the PET. A non-linear
relationship is used in this model tosdgbe evapotranspiration (Kaczmarek 1993):

ET (t) = PET (t)*(5z(t)-2z(6)/3 Q)

The surface runoff is described in terms of the relative storage state, z, and the
precipitation, P. As the relative storage becemery small, the surface runoff term should
approach zero:

Rs (1) =z(t) *P(t) S)
where epsilong, is a dimensionless power tersed to calibrate the basin.

The subsurface runoff is a function of the relative storage multiplied by a coefficient
alpha,a, and raised to a coefficient gamnya,As gamma decreases, the subsurface runoff
decreases relative to the soil moisture, indicating a decrease in the retention capacity of the
soil. Gamma is assumed to be 2 for this exercise. The coefficient alpha is used in the
calibration process.

Rss ()= az(t)’ é)

The soil moisture capacity g, defines a particular catchment’s maximum storage in
terms of depth. The relative storage times the catchment’s areg,agiv8s the volume of
water stored for the current storage periodsTiformation is taken from the USGS gridded
half-degree by half-degree soil moistudatabase (Dunrand Willmott 1996).

The total runoff, R, for each time steptl® sum of the three runoff components:

R(t) = Rs ()+ Rs (1) ©)

The groundwater recharge depth (RD) ifumction of the relative storage multiplied
by a coefficient lambda).

RD (t) =Az(t) 6)

The conceptualized groundwater model incorporates a groundwater recharge
component that feeds into a groundwatesereoir for human extraction. There is one
calibration parameteh,. Figure 3 depicts the groundwater subsystem.

The groundwater in this model is only modkla cases where the sustainable yield is
known and it constitutes an impantasource of water, relaty speaking. The volume of
recharge over the Aquifer (RA) is dependepbn the areal extent of the aquifer and the
recharge depth (RD).

RA(t) = Aquifer extent(**RD(t) (7)

In this model, the sustainable yield tise only allowable abstraction, in order to
prevent groundwater mining. Thus, it is assunede at steady state, so long as human
extraction does not exceed recharge. The only inflows and outflows from the system are the
recharge and the human extraction. Then, tbergiwater storage (GS) is dependent on the
human extraction rate (Hext) and the recharge over the aquifer:

GS(t) = RA(t) —Hext(t) (8)

The sustainable yield is equal to the rate of recharge. Since the model assumes that
groundwater can be used only at a sustainable rate:

Hext(t) = RA (1) 9)
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Figure 3. Groundwater schematic.
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The calibration parameters, €, and A, are used to parameterize the runoff and
recharge which is produced in each basin after a rainfall event. The calibration of any model
is dependent on what actual detasts, the quality of the data, and the scale of the model. For
well-monitored catchments, the rainfall-runoéiZharge processes can be calibrated using
matching time series data oftoric monthly rainfall, runoffrecharge, temperature and actual
vapor pressure. If the data mot available, other less dataensive methods need to be
devised. In all cases, the objective is to accurately capture the amaunbfifrecharge that
occurs due to a rainfall event and antecedent soil moisture conditions.

The calibration parameters affect surfageaff, subsurface runoff, and groundwater
recharge, as previously described. The objestigre to 1) match the mean annual runoff
coefficient for the basin, and 2) match thermage annual groundwater recharge for the basin.

In Mozambique, using the ARC as a proxy for runoff is necessary because there are
not sufficient historical time series data to calibrate thedeh to actual runoff events.
Determining the ARC valuequires knowledge of the &ia runoff and precipitatioff The
first two-thirds of the historical precipitath, temperature and vapor pressure record were
used to calibrate the model, while the last third of the record was used to validate the
calibration.

“0 Several sources were used to determine the mean annual runoff of the Mozambiquan watersheds: the GRDC
global runoff map ffttp://www.grdc.sr.unh.eduthe Oak Ridge National Laboratory Distributed Active Archive

Center [ttp://www.rivdis.sr.unh.edu/maps/gfr/and data from the “Country Situation Report, Vol. 1"
(Consultec 1998). The latter data source is probably the most accurate of the three sources presented here,
although these values do not include the decade of draugie 1980s. The Links gridded half degree by half-
degree dataset of precipitation was used to derive historical 95-year monthly precipgaésrfs each basin

(see Appendix C).
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The Supply Model

This section describes the methodology usedmodel the surface water supply. The
dynamics of reservoir modeling are similar to the water balance technique described above,
whereby a mass balance of water is compuatedach time step using the reservoir as the
control volume. The mass balance of any naseris dependent on éhparticular storage
characteristics, the inflows, and the outflowle inflows to the system are precipitation over

the surface and runoff from the basins. Thanmutflows in the system are evaporation,
demands, and excess releases. The reséa®ithe following mass balance equation:

S(t+1) = I(t) — O(t) — E(t) — ER(t) (10)
where S = supply reservoir,m

| = inflow, m*¥mo

O = outflow, m/mo

E = evaporation, Aimo

ER = excess releases’/mo
Evaporation losses are computsdthe following equation:

E(t) = A(t) * ec(t) 1)

where A(nf) represents the surface area of thedahich is derived from volume to surface
area reservoir curves. The evaporation coefficient, ec, is computed by the Priestly-Taylor
equation (see Appendix A).

Excess releases occur when the reservoir is at maximum capacity level.
ER(t) = S (t) — Maximum Capacity (12)

If all of the runoff over a watershed produced from a rainfall event ends up in a
specific water supply reservoir, then the inflow to the reservoir is equal to the runoff produced
from the rainfall event. This is the case for the Gaborone case study model, which models the
infrastructure specific to the city. Howevan the macro region model, whereby some
watersheds have little or no infrastructure, the water that does enter a reservoir is distributed
to a virtual reservoir as Inflo), by the following equation:

1(t) = Sa(t) * Ter(t) @3)

where T is the percentage of the basin runofictvis transferred from a particular basin to a
storage reservoir, based on the existing infratiine. Sometimes the ruiidrom a particular

basin can be distributed to several differeeservoirs. The outflow from the reservoir
depends on system water requiratsgWR) and transfers (T) from the reservoir rule curves.

O(t) = WR(t)+ T(t) 14)

The Water Requirement Model

The water requirements of four sectors were evaluated: diomesdustrial, commercial and
irrigated agriculture. Water consumption in ea€these sectors is driven by economic and/or
population changes. Total water requirement®Rj\are computed for each “demand” center
as follows:

WR(f) = WRx(t) + WR() + WRc(f) + WRa(t) (15)
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where WR, = domestic requirements
WR, = industrial
WR, =irrigated agriculture requirements

The domestic demands are driven by changes in per capita income and urban and rural
population size. Domestic demanrus/e a maximum water use (Whk) level, which varies
by urban and rural consumers. The total domestic water requirements are computed as
follows:

WRo () = (Pr(t) *WUR (1) + Ru(t) *WUu(t) )/(1-Ls(t)) (16)
such that Wid <= WUg max and WU, <= WUy, max

Pr = rural population

Pu = urban population

Ls = system losses

WUR = rural water use rate

WUy = urban water use rate

The rural and urban populations are poted by the population model (IIASA 2001).
The initial water use rates amaken from data, and changeer time dependent upon the GDP
per capita output from the economiodel (IIASA 2001). For example:

WUR(t+1) = GDP/cap(t) * WH(t) + WUR() (17)
WUy(t+1) = GDP/cap(t) * WU(t) + WUy(t) (18)

The projection of each of the consumargolves making assumptions about the loss
rates. System lossess Linclude losses at the source and losses during consumption. These
losses are applied to the domestic and IEI demands, as follows:

Total Demand (t)= demand excluding log8es100 19
(100 - % loss)

The industrial water requirements (\}YRnclude major and minor water demands
presented in a study based on Maputo (DHV @lasts and Consultec 1995). The industrial
water requirements are computed as follows:

WR, (t+1)= (WR O+ AG ()* WR, (1))/(1-Ls(1))* Effier (1) (20)
AG, = annual growth in industrial activity

Ls = system losses
Effig, = efficiency, percent
The efficiency variable allows for changashe assumption of technologies being used.

Irrigated agricultural water requirements (WRhange dependent upon the month.
According to the FAO (1997) the crop season is from December to March/April. The
irrigation season was spread from Decemtieough April for this study. In addition,
irrigated agricultural water requirements may become more efficient in the future, and some
of the water used to irrigate the crops is not consumed and is returned to the system. The
amount of water actuallgonsumed will then be:

WRa = Ha*URy * (1- RF) * Effy @1)
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Ha = hectares under irrigation

URa = monthly agricultural water use rate
RF = return flows, (%)

Effa = irrigated agricultural efficiency, (%)

Finally, the commercial water requiremgndre driven by changes in the annual
growth in the commercial sector (AG

WRc (t+1) = WR: ()* AGc (1) +WRc (1) 22)

Climate and Relative Soil Moisture in the Three SERs

The natural resources and geography of Mozquebvaries greatly, and for the purposes of

this study, Mozambique has been broken into three main socioecological regions (see Figure
4). These regions were derived based on akisting administrative, demographic and
hydrologic characteristics of the country. The SERs represent an aggregation of the ten
administrative boundaries, which are supgosed by the SERs in Figure 4.

Figure 4. The socioecological regions and administrative regions.

Socio-Ecological Regions
A Sy

[__|SERB

[ |SERC

SER A encompasses the northern digri€abo Delgado, Niassa, Nampula, and
Zambézia. SER A covers approximate area of 398,000 kror about 50% of the total land
area of Mozambique. This region contains 5@f4he total population of Mozambique and
produces the majority of the country’s agiiural output. SER B encompasses the Tete,
Manica and Sofala administratiéstricts, covering about 230,000 knor about 29% of the
area of Mozambique. This macro region eams approximately 20% of the population.
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Finally, SER C is defined by districts Inhambane, Gaza and Maputo. This region covers an
approximate area of 170,000 knor about 21% of the tdtdand area of Mozambique.
Approximately 28% of the population lives in SER C, which contains the capital city,
Maputo. The water resources of the thB&e€Rs are described in detail below.

The IIASA water resource supply model estiezawater availability for each of the
SERSs by application of the IIASA PDE Model (IIASA 2001). This model forecasts 20 years
into the future. Fifty-two major hydrologic basins and coastal drainages were delimited for
analysis of Mozambique’s potential and existing water reso(itcEsese macro basins were
determined based on the river basins andiaidtrative boundaries, and are shown in Figure
5 (FAO 1997; Verheust and Johnson 1998). For &asim, the annual runoff coefficient was
determined and used to calibrate the water model. This section describes the climate
characteristics of the basinsnd future scenarios for soil msture variability without and
with climate change.

Figure 5. Determined macro water basins.
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SER A — Northern Mozambique

In general, the northern region has highengeratures, which vary from the coast to the
inland. The mean annual temperature averages@58r annum in the coastal lowlands;
however, moving into the northern uplands, terapees drop due to elevation (i.e., Lichinga
averages 1&). The majority of rainfall occurs in the summer months, from October to

*1 The 52 basins include basins located in Tanzania, Malawi, Zimbabwe, Zambia, Swazilandtardr®au
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February. Precipitation in Mozambique variemmendously from north to south and from the
coast to inland. In the northern coastal ateae average annual precipitation is around 1,100
mm. In the Zambézia Province, the mean average precipitation reaches a local high of 2,000
mm. Figure 6 shows the average annual teatpsg and precipitation by month for the Lurio

basin (New et al. 1999; for description see Appendix C). The diagram shows the relative
humid season (hatched part of the diagram) and the arid season (dotted area) by combining
the mean monthly temperature and precipitation cuf¥es.

Figure 6. Relative aridity and humidity shown by average annual temperature and
precipitation by month for the Lurio River Basin — SER A.
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The northern region intersects the fallog main watershed basins: Rovuma,
Messalo, Lurio, Licungo, Ligonha, and Shire.e$k rivers, outside of the Rovuma, originate
from the high plateau, and are usually not pei&. The Rovuma River is the second largest
river basin in Mozambique andrfas the border with Tanzania.

SER B -- Central Mozambique

The climate in central Mozambique is highly variable. The precipitation varies from a
maximum mean annual average of 1,400 mm aloagdast and in small inland pockets, to a
minimum mean annual average of 500 mm inTeé Province. The temperature gradient
decreases from coastal lowlands to the interior highlands, exhibiting mean annual
temperatures of 2& and 20C, respectively. Figure 7 shows the average annual temperature

“2 For detailed information on the diagrams, see Appendix B. The diagrams are based on the drawinteules of
climate diagrams by Walter (1985) and Walter et al. (1975).

125



and precipitation by month for the Pungoesiha(New et al. 1999; for description see
Appendix C).

Figure 7. Relative aridity and humidity shown by average annual temperature and
precipitation by month for the Pungoe Basin — SER B.
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SER B is comprised primarily of the following watershed basins: the Middle and
Lower Zambezi, the Pungoe, the Buzi, and the Save River Basins. The Zambezi River is the
most important river in Mozannpue. It constitutes about 50% of the water resources in the
country and almost 80% of tliydropower potential. There is a commission that has been set
up in recent years to oversee the managemietiie Zambezi River Basin. Eight countries
share the Zambezi River Basin, the largest entirely within the SADC region, with a total
population of 102.9 million people, of whom 30.8% live in the basin. The Zambezi basin is
estimated to drain a total geographical area of about 1.3 millich &overing an area
equivalent to an area slightly larger thamgola. The Zambezi River flows over a distance of
nearly 3,000 km, dropping in altitude from #surce in the Kaleen Hills of northwestern
Zambia, at 1,585 m above sea level, to its delta in the Indian Ocean, 200 km north of the
Mozambican port of Beira. Angola, Botswana, Malawi, Mozambique, Namibia, Tanzania,
Zamb4igl and Zimbabwe share the basin. Approximately 4 million Mozambicans reside in this
basin:

3 The Zambezi Newsletter provides comprehensive information about the river basin:
http://www.sardc.org.zw/imercsa/zambezi/Znewsletter
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SER C - Southern Mozambique

The southern region, SER C, is composedsaka, Inhambane and Maputo Provinces. The
capital city, Maputo, lies in Maputo Province andliscussed in more detail in the case study
section. It comprises some of the driest paftthe country. The annual average precipitation

for SER C decreases from a coastal high of about 1,000 mm to an inland low of 400 mm. The
Limpopo River basin is the driesiver basin, with an averagannual precipiteon level of

400 mm. The majority of rainfall occurs the summer months, from December to March.
The average annual temperatures vary frofC28 the coastal areas to°Z5in the interior.

Figure 8 shows the average annual temperatgeprecipitation by month for SER C (New et

al. 1999; for description see Appendix C).

Figure 8. Relative aridity and humidity shown by average annual temperature and
precipitation by month for the Limpopo Basin — SER C.
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SER C is comprised primarily of the following watershed basins: Save,
Changane/Limpopo, Incomati, Umbeluzi, andgd#. The Incomati, Umbeluzi, and Maputo
River basins are all internatial river basins shared withe Republic of South Africa and
Swaziland. These basins are all prone to floo@, tutheir topographical characteristics and
low elevations. In addition, upstream agricultwetiluents from the upstream countries often
decrease the water quality of these rivers.

The Limpopo River basin is an internatiomader basin shared with the Republic of
South Africa, Botswana and Zimbabwe. Of the total basin area of 412,000188% is
within Mozambique. The Changane river représasne of the two main tributaries of the
Limpopo, the other being the Elephants river. Maisthe water demand in this basin is for
irrigation. Before the war approximately 41,008ctares of land were irrigated, which was
reduced to 13,000 hectares after the war.
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Thirty one percent of the Incomati Riverdda lies within the borders of Mozambique,
which is the most downstream. The Mozambican part of the basin is mostly a large
floodplain. The main water demand is for irtiga, mainly for sugar cane (> 50%), rice,
banana, cotton and vegetabl@$ie Incomati River basin represents the main new water
source that can be considered for future augmentation of the Maputo supply network. It is
estimated that 2 ¥s can be diverted.

The Umbeluzi River feeds the Pequenos lhiimos Dam, which represents the main
water supply of the Maputo urban water supppproximately 41% of the river basin area
lies within Mozambique, which is the mostvdustream part of the basin. Approximately
2,200 hectares of land are irrigated in the Umbdbazin, the majority of the irrigation is for
citrus plantations.

Mozambique is the furthest downstream the Maputo river basin, of which only
5.3% of the area lies within Mozambique. Ténare no dams in the Mozambican part of the
basin. In the past, the main t®aconsumption was for the gation of 1,000 hectares of land,
comprised mainly of rice, maize and vegj#es. After the war only 10% are still in
production (Consultec 1998).

Model Application: Maputo City

This section describes the modeling efforttloé water supply of Greater Maputo (Maputo
and Matola). Maputo, the capital city, is located on the southeastern coast of Mozambique.
Including the major village of Matola, the population in 2001 of Greater Maputo was
approximately 1.69 million. It liesvithin the Incomati River Basin, and on the far eastern
edge of the Umbeluzi river basin, which wetescribed in detail in the previous sections.
Greater Maputo’s water supply comes primafilgm tributaries and groundwater sources
within the Umbeluzi basin. This section différem the work done above, in that it is a more
detailed modeling effort of #h water supply system, includindpe infrastructure that is
currently being used.

Figure 9 shows the existing surface watdrastructure for Greater Maputo. Maputo
relies on surface water fromeghPequenos Limbobos Dam. The dam just northeast of the
Pequenos Limbobos Dam, Mnjoli Dam, is located in Swaziland. An agreement between the
two countries was made in 1976, which gutgas an annual flow of 91 MCM/a at the
border. However, since Swaziland has only ongom@am on the river the flow is currently
higher than that number.

128



Figure 9. Maputo City water infrastructure.
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The water supply of Greater Maputo is cathg unable to provide enough water to
meet the combined demands of its populatiodustry and agricultural users. Presently, only
29% of the population in Maputdatola have water in their homes; 21% take water from
public taps. Half of the people in the cities do not have any piped water, but use wells. This
will be exacerbated by the expected growthl@mnands by industry and agriculture, as a new
aluminum plant is near completion and plémsncrease upstream agricultural production are
in place. Mozambique can improve water supply quantity by repairing systems that have
broken down. For example, the water treatmglaint does not currently operate at full
capacity, and some of the pumps that transport water from the dam to the treatment plants are
out of order as well. Figure 10 shows the water requirements for Maputo/Matola cities in
2001 and 2021. This assumes that 82% of the popules connected to the water system in
2021. Given this demand scenario, simulationghefwater balance indicate there will be a
supply deficit within the next ten years.
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Figure 10. Water requirementfor Maputo/Matola citiesn 2001 and 2021. Note: This
assumes an increase in connected water users from 50% to 82% by 2021.
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Figure 11 shows Greater Maputo’s main supply dam under two different scenarios: No
climate change and climate change. These supply scenarios incorporate the same demand
scenario presented in Figure 10. Note thia¢ climate series ofuture precipitation,
temperature and vapor pressure is only one climate representation of many possible futures.
This series is based on the historical prediita temperature and vapor pressure time series
for the region. The climate change scenario presented here was derived from the Hadley
Center’'s Global Circulation Model (Mphy 1995a, 1995b). The Hadley Center's GCM
predicts an average temperature increasbobit 1.8 degrees by the year 2021, a decrease in
precipitation in the summer months and a slightease in precipitatioim the winter months.

Notice that in the case of climate changes Hupply deficit will @cur approximately two
years earlier than in the scenario where climate change does not occur.
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Figure 11. Surface supply level of Pequenarliobos Dam with and without climate change

effects.
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Many of Mozambique’s water-related problems will be caused by urbanization and the
resulting increases in population and industndiiced pressures on water resources. Earlier
studies emphasized the fact that rapidlpwing populations would lead to the rapid
degradation of the natural resources of Soutidrica. In light of the HIV/AIDS epidemic,
the severity of perceived future water scarcity has lessened somewhat, but still exists
primarily in the urban centers. The direct inmoration of driving forces into the water
demand model allows for more insightful results for water planners and social scientists alike.
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Appendix A: The Priestly Taylor Method for PET

The Priestly Taylor method is a radiation-based approach to modeling the PET. The net
radiation can be taken from obged data or by analytical riieds. For evaporation over very

large areas, energy balance considerations largely govern the evaporation rate. For such cases
Priestly and Taylor (1972) found that the asruaimic energy could bapproximated to be

30% of the radiation energy. Thus, fewer tears required to give an accurate representation

of the PET. For cases where available daglisiting factor this method is very convenient.

Evaporation can be computed by two thuels: the aerodynamic method and the
energy balance method (Chow et al. 1988). aédynamic processes/olve the removal
of saturated air away from the surface (winéexts). The energy method takes into account
the energy required for the conversion of watea vapor phase. These two methods can be
used in conjunction or separately to compREET. Penman (1948) defined perhaps the most
well known combined method of estimating PET:

E=AI(y+A) E +y/ (y+A) Ea A1
where: E=  the combined evaporation estimate (mm/day)
E~= the evaporation estimate whiclssames an unlimited amount of available
energy.
E.= the evaporation estimate which assumes that the ability of the system to

remove moist air is not limiting.
A= the slope of the satuea vapor pressure curve.
y=  the psychometric constant 3 Ky (.622 | Ky)

where, G = spzecific heat at constant temperaturg, ald K, are diffusivity parameters
(L),

Priestly and Taylor (1972) found that forrydarge areas the second term in the above
equation is about 30% of the first term (Chetval. 1988). Thus an approximation to the
Penman equation was derived:

Erc = a* A(A+H) (Ry - G) A.2)

where alpha has been assigned a value of 1174driit climates and G is the soil heat flux,
which for regional estimates can be assumed to be zgrs & reference crop evaporation
estimate, which is referred to in this paper as PET. The reference crop estimate gives lower
values of PET than free surface estimates.
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Appendix B: Description of Figures 6-8, after H. Walter

The diagrams used in this report to describe regional clareate taken afteWalter (1985)
and Walter et al. (1975).

The diagram below provides a basis for interpreting the climate from an ecological
perspective. It combines monthly temperatame precipitation curves for a specific region, in
order to show periods of relative humidity anatldy. The water balance for a region is more
accurately described by using potential evapon and precipitation, which have the same
units, to describe the input andtput of water into a region. In this case, the temperature is
used as a relative measure of the potergiaporation, because the two measures are
proportional. However, as thémate becomes more arid, thesahute difference between the
temperature and potential evaporation increaSesthis reason, the diagram should only be
interpreted as a relative comzan of humid and arid periods.

The diagram juxtaposes the temperaanmd precipitation in a fixed ratio of 4D to 20
mm precipitation. This ratio has been derived from empirical studies, and can be applied to all
regions of the world with the exception of the ecological zone of the Stepj@£180 mm).
The diagram plots values for every month of the year. In the southern hemisphere, the time
axis runs from June to July, while foretmorthern hemisphere itins from January to
December. This ensures that the warmer season be located in the middle of the diagram.

Finally, the magnitude of the verticalrepd of the two curves provides a relative
measure of the intensity of the humid or dreugeriods, while the horizontal extent of the
shaded areas provides a measure of its duration.
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Appendix C: Description of the Links Dataset

New et al. (1999) is used for climate data Mozambique as well as in all the southern
African countries.

The climate time series used for Mozaque is a 0.5x0.5 degree lat/long gridded
dataset of monthly terreg&l surface climate for theeriod 1901-1996. The dataset is
comprised of seven climate variables inchgliprecipitation, mean temperature, diurnal
temperature range, wet-day frequencypaora pressure, cloud cover and ground-frost
frequency. Fields are derived as climat®raalies relative to a 1961 to 1990 base period,
which were then interpolated from climate station data to the grid. The anomaly grids were
then added back to the 1961-1990 mean monthhatology to arrive at the monthly climate
over the 96-year period.

Precipitation and temperature were interpedadlirectly from station observations and
the resulting time series were compared with other, coarser resolution datasets of similar
temporal extent. The remaining, secondary variables were interpolated from merged datasets,
comprising station observations and where data were sparse, using synthetic data estimated
using predictive relationships deeid from the primary variables.
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