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Foreword

Although processing power of modern computers increases fastly, the need of fast anal-
ysis of ever more complex problems increases even faster. Luckily, a lot of progress is
being made in enabling communication between computers or between processors. This
progress makes it possible to use standard computers (personal computers or worksta-
tions) or standard processors in an integrated way to solve complex problems. The only
disadvantage to this tendency is that programming of such an integrated system requires
a lot of knowledge about the integrated system as well as about the particular problem.
Therefore, it is important to develop tools which can help to bridge the gap. The software
environment OpTiX-II is meant for bridging the gap for nonlinear optimization problems.
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Abstract

The intention of the paper is to give an introduction to the OpTiX-II Software Environ-
ment, which supports the parallel and distributed solution of decision problems which can
be repre sented as mathematical nonlinear programming tasks. First, a brief summary
of nonsequential solution concepts for this class of decision problems on multiprocessor
systems will be given. The focus of attention will be put on coarse-grained parallelization
and its implementation on multi- computer clusters. The conceptual design objectives
for the OpTiX-II Software Environment will be presented as well as the implementation
on a workstation cluster, a transputer system and a multiprocessor workstation (shared
memory). The OpTiX-1I system supports the steps from the formulation of decision prob-
lems to their solution on networks of (parallel) computers. In order to demonstrate the
use of OpTiX-II, the solution of a decision problem from the field of structural design is
discussed and some numerical test results are supplied.
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OpTiX-II: A Software Environment
for MCDM Based on Distributed
and Parallel Computing

Harald Boden™ and Manfred Grauer

1 Introduction

The aim of this paper is to provide an introduction to the OpTiX-II Software Environment. This
software system supports nonsequential solution approaches for so-called multidisciplinary deci-
sion problems (e.g. [1]). The underlying mathematical programming problem can be formulated
as follows: find an n-dimensional vector x = (x,, ..., x,)T € R* that minimizes f(x):R" — & subject to
the constraints ¢, (x) = 0, g (x) €0 and the bounds x,<x <x,, where g (x) RS R(i=1,..,
m; j=m+l, .., myk=1,..,m).

The solution of decision problems based on nonlinear optimization arising from this
multidisciplinary field is usually characterized by the fact that either the objective function or the
constraints are set up with simulation software systems, based on finite element analysis. The
repeated calculation of the simulation model leads to very time consuming solution procedures
for the resulting optimization problems. To overcome this problem, the use of computer systems
with multiprocessor architecture offers a possibility to reduce the solution time. But then a soft-
ware environment for formulating, starting and controlling the concurrent tasks of a decision
problem and for managing the communication effort during the solution procedure is required. In
order to accord with these necessities, the OpTiX-1I Software Environment has been designed to
support the formulation of these decision problems and their solution on computer networks by
applying coarse-grained parallel and distributed approaches. This allows the use of local area net-
works, which are widely spread in many institutions, as cost efficient alternatives to supercomput-
ers in this specific problem area.

The following section will give a brief overview on the nonsequential solution
approaches applicable in nonlinear optimization. They are, at least to some extent, supported by

* University of Siegen, Faculty of Economics, Information and Decision Sciences Institute,
Hélderlinstr. 3, D-57068 Siegen, Germany.
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OpTiX-IL. In section 3 the conceptual design objectives of the software environment for distrib-
uted and parallel optimization are presented. Section 4 is intended to give a review on the logical
design, implementation and use of OpTiX-II. Some numerical results obtained by solving test

problems are given in section 5.

2 Nonsequential solution approaches in nonlinear
optimization

The nonsequential solution approaches discussed here are divided into two classes. The first class
makes use of parallelism that is inherent to a given algorithm. It can be represented by classical
optimization algorithms using data parallelism, parallel extensions of hybrid optimization meth-
ods, and heuristic solution approaches applied in parallel. The second class utilizes parallelism
inherent in the structure of the optimization problems. It can be represented by the use of parallel-
ism inherent to decomposition methods. Because of space limitations, references are only meant
to be indicative examples. They are not necessarily the definitive or seminal references of any

given topic.

2.1 Parallelism inherent to the algorithm

Parallelism inherent to a given algorithm or a combination of algorithms is procured
mainly to speed-up the solution process and, especially in the last few years, to extend the class of
solvable problems with respect to the number of available processors in a computing system
(scale-up).

The first group of algorithms includes classical nonlinear mathematical programming
methods such as Quasi-Newton-Methods. The design concept of the algorithms as a whole is
serial with, for example, direction search followed by line search. Thereby, the speed-up of the
internal operations is based on the use of data parallelism (e.g. linear algebra computations [2]).
Such algorithms are mostly modified for the use on supercomputer systems with massive parallel-
ism or vector processing units. The algorithms can be included in the solution process by the
OpTiX-II Software Environment (to be presented in sections 3 and 4) if they are accessible on
dedicated supercomputers within a local area network, but they will not be the focus of attention
in this paper. A review on the research in this field of parallel nonlinear optimization algorithms
can be found in [3], [4], [5] and [6].

A different approach in parallel nonlinear optimization is to design a parallel algorithm
that is scalable and adapts itself to the dimension of the optimization problem and to the number
of processors available. For example in [7] a scalable multidirectional search method is intro-

duced where the two parameters (problem dimension, number of processors) determine different
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parallel algorithms with different characteristics. This concept is demonstrated in [8] for the class
of evolutionary algorithms. For related work see also [4], [6] and [9].

Hybrid optimization methods as described in [10] and [11] represent a further approach
which can be extended to parallel computations. They consist of a combination of a globally con-
vergent algorithm with a locally superlinearly convergent algorithm and a test for switching
between both methods. For convex optimization problems, the resulting method is globally and
superlinearly convergent. This leads in itself to a type of coarse-grained or control parallelism, if
both methods are applied in parallel. The necessary exchange of information after a certain
number of iterations is asynchronous. A similar heuristic method, which makes use of the same
type of parallelism, is to concurrently start a random search method, a method for nondifferential
problems, and a local convergent method using derivative information. This helps to locate the
global solution and to reduce computing time for the multidisciplinary optimization problems.
The controlled exchange of information between these algorithms, operating in parallel, is
thereby the basis for a more robust and, in some cases, even faster solution of the optimization
problem (see [12]). Another nominee for this type of parallelization is the multi-start heuristic
approach which is used for nonconvex optimization problems, since all optimization runs can be

executed individually and in parallel.

2.2 Parallelism inherent to the problem structure

The application of decomposition methods for the solution of large scale decision prob-
lems leads to the most basic realization of coarse-grained parallelism by implementing the two
iterative tasks: multiple subproblem solution (concurrent and asynchronous) and coordination of
subproblems” results. From this viewpoint, however, there is a broad range of alternatives in
terms of the complexities referring to subproblems and coordination procedures. Even within this
divide-and-conquer parallelism for the global solution strategy, it is possible to apply several
forms of parallelism inherent to the solution methods, such as described in the previous section.

The OpTiX-II Software Environment, which will be presented next, is designed to sup-
port a distributed solution strategy by allocating dedicated algorithms and processors to subprob-
lems. To our knowledge, such a software environment including algorithms for parallel and/or
distributed solution of decision problems has not yet been presented.
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3 Conceptual design of OpTiX-II

The predecessor of OpTiX-II ([13]) was developed for solving nonlinear optimization
problems involving serial algorithms and one processor. In this section we will present the objec-
tives for the conceptual design of the OpTiX-II Software Environment for the parallel and/or dis-
tributed solution of decision problems based on multidisciplinary optimization. The design
objectives can be summarized as follows:

(D) The software environment should be an integrated system supporting the formulation

of the decision problem as an optimization task, the design of a parallel/distributed solution strat-

egy and the control of the solution process. It should support several hardware architectures being
available for the solution. Thereby the efficiency of alternative nonsequential solution strategies
for different problem classes and several types of multiprocessor architectures (see Fig. 1, Work-
station cluster, Transputer system, Multiprocessor system) can be studied.

(II) The problem formulation language should support the analytical description of deci-
sion problems in form of an optimization task as well as the inclusion of external software written
in the programming languages C or Fortran. This requirement evolves from the necessity to
include existing algorithms or commercial software as part of a problem description. In the case
of a problem formulation being given in analytical form, the software environment should pro-
vide first and second order symbolic derivatives.

(III) The problem formulation should be independent of the hardware that is subse-
quently being used for the problem solution. The transformation of the problem formulation and
the inclusion of external routines written in C and Fortran should be provided automatically for all
supported hardware architectures.

Multiprocessor system Transputer system Multiprocessor system
(shared memory) (distributed memory) (shared memory)
Sun 4/85 with 2 SuperSPARC ~ Multiprocessor system (Inmos) with Sun 4/630 with 4 SPARC
(50 MHz) processors 20 T800 (20MHz) processors (40 MHz) processors

Local Area
Network

Workstation cluster

un 4/25 Sun 4/25 Sun4/25 Sun4/25

other
workstations
e.g. DEC, HP, IBM

University Backbone / Internet

Sun 4/25 Sun 4/25 Sun 4/25 Sun 4/25

Fig. 1: Multiprocessor testbed for studying different nonsequential solution approaches in opti-
mization (Unix-based workstation cluster and multiprocessor systems with shared mem-
ory, transputer system).
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(IV) The user must be able to formulate an overall (parallel) optimization strategy, utiliz-
ing the nonsequential solution approaches described in section 2. Therefore it must be made pos-
sible to allocate the resulting individual optimization problems to computers within the available
testbed and to choose algorithms with default parameters for the solution of the individual optimi-
zation problems from a proposed list of methods. This list should be extendable for further solu-
tion methods. The parameters of each algorithm must be adjustable to the problem under research.

(V) The user should not be confronted with synchronisation and communication issues
that arise from the use of heterogeneous computer networks. These problems should be solved on
the basis of standards for Workstations and Transputers and should be hidden from the user.

(VI) A graphical user interface which is based on standards set in the workstation market
should be provided. Thus the user will be confronted only with a minimum of new syntax and
semantics for the solution of the optimization problems.

In the following we will describe the logical design of the OpTiX-II Software Environ-
ment from a user’s view and its implementation by demonstrating the solution of an optimization

problem from the field of mechanical engineering.

4 Logical design and implementation of OpTiX-II

The objectives (I) to (IV) for the conceptual design are realized in OpTiX-II on the basis
of dividing the entire solution process into three phases (see Fig. 2). During the problem formula-
tion phase, the user defines the analytical formulation (including the use of external codes) of the
current decision problem (see section 4.1). In the second phase this formulation is then translated
into a machine code representation, which is suitable for parallel processing in heterogeneous net-
works (see section 4.2). The third phase (see section 4.3) is designated for the control of the opti-

mization problem solution. Within the latter phase the user has to define an optimization strategy
by choosing the optimization algorithms and by allocating computing resources from the network
to the subsystems (individual optimization tasks). The optimization process can then be started by
the user. Fig. 2 shows the flow of data and control within the OpTiX-II Software Environment.
The realization of the design objective (V) and implementation issues are discussed in section 4.4.
In the following the features and the application of OpTiX-II will be demonstrated in designing a
gear reducer (see Appendix A). The nonlinear optimization problem consists of minimizing a
weight function under the given constraints arising from structural mechanics. It is a very com-
mon test example in mechanical engineering and may be solved by the application of decomposi-

tion methods.




H. Boden, M. Grauer -6- OpTiX-II: A Software Environment ...
fin
Edit and Compile Clgorg eirl;.d Execution Environment
Environment gescription
+ 1 - (set of
. C-routines) ) 4
OpTiX-II al-é
optix-nt| ol ¢ Y ST
problem il ¢ o timjgatilon- server
descrintion compiler Plat P!
escrip! b-qn] Plat ocrmspec. comp./processor 1
- compiler
Additional
routines [~ Platformspec. il i
inCor C For!fan
Texteditor [«g— Fortran T Platformspec. Y Y
object files
I OpTiX-II
Platformspec. optimization server
Legend: object files computer/proc. 2
............... . y
Flow of data =
Executable OpTiX-II (p{;&-légn_ VL
................. i program P . —  specific)
runtime
Flow of control libraries * ................... I OpTiX-II
(platform optimization server
specific) _ comp./processor n
OpTiX-II
Communication 0] timi[z)ation server
File platformspecific)

Fig. 2: Flow of data and control in the OpTiX-II software environment (logical design).

4.1 Problem formulation phase

In this phase the optimization problems are formulated, the generation of optimization
servers for different platforms are controlled, and the execution environment is started. The prob-
lem description is entered into a graphically controlled problem editor using the OpTiX-II prob-
lem description language. The problem description consists of a declaration section, in which
variables, constants and starting points are declared, and a problem definition section, in which
the user defines one or more subsystems, each defining an individual optimization problem or a

computational task. These subsystem tasks will be distributed to the resources of the computer
infrastructure during the problem solution phase.

The statements made within the problem definition section correspond with the mathe-
matical notation for nonlinear optimization problems. This is demonstrated by formulation of a
gear reducer design problem in Fig. 3 (see also Appendix A). For more complex optimization
problems, which cannot be described by simple algebraic expressions, OpTiX-II allows the inclu-
sion of external functions written in the C or FORTRAN programming languages. Calls to these
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functions may become a subexpression of the objective function or a constraint. Thereby it is also

possible to define subsystem tasks that include commercially available simulation packages for

the solution of complex mathematical models (see [14]).

" (@) Optix-1 Edit-/Compile-Environment

IEED

[«] T[]

]
L

(load file) (save file) (‘compile (Optix~1l > C)) (build v) (start optimization) (guit')

Filename: [€] /hboden/Optix/optix2/decomposition/gearreducer.composed

Use the window below to edit the problem description:

realvar x1,x2,x3,x4,x5,%6,%7,f;
prob]e%

subsystem "Gear_Reducer”:

f = min 0.7854*x1*sqr(x2)*(3.3333*sqr(x3)+14.9334*x3-49.0934) - 1.508*x1*(sqr(xB)+sqr(x?))

+ 7.477%(xBA3 + X7A3)
+ 0.7854*(x4+sqr(x6)+x5*sqgr(x7));

decisionvar x1,x2,%x3,%4,X5,X6,X?;

constraints
/* gl */ 27/%1/sqr(x2)/x3 <= 1 ;
/* g2 */ 3972.5/x1/sar{x2)/sqr(x3) <=1 ;
/* g3 */ 1.93/82/%3%x4A3/%60M <= 1 ;
/* g4 */ 1.93/%2/%3*x543/x704 <= 1
/* g5 */f sqrt(sqr(74S*xa/x2/%3)+16, SEB)/U 1/x6A3 <= 1100 ;
/* g6 */ sqrt(sqr(?45*x5/%2/%x3)+157.5E6)/0.1/x743 <= 850 ;
/* g7 */f K2*x3 <= 40 ;
/* 98 */ ®1/%2 >= 5 ;
/* a9 */ X1/%2 <= 12 ;
/* 924 */ (1.5%%x6+1.9)/%4 <=1 ;
/* g25 */ (1.1%%741.9)/%5 <=1 ;
bounds
/* g10,911 */ 2.6 <= x1 <= 3.6;
/* 912,913 */ 0.7 <= x2 <= 0.8:
/* 914,915 */ 17 <= %3 <= 28;
/* 916,917 */ 7.3 <= x4 <= 8.3;
/* 918,919 */ 7.3 <= x5 <= 8,3;
/* g20,921 */ 2.9 <= %6 <= 3.9;
/* 922,923 */ 5.0 <= X7 <= 5.5;
endsubsystenm;
endproblem;

Error messages will be displayed in the window below. You may use it to enter commands.

Setups fuer Solaris 1
Erase is Backspace
eulers

J

Fig. 3: OpTiX-II problem formulation for a gear reducer design optimization problem (see

Appendix A)
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4.2 Problem translation phase

In the translation phase the problem description is transformed into a machine code suit-
able for the execution in a heterogeneous network of (parallel) computers. It is started through the
selection of menus in the Edit and Compile Environment (see Fig. 3). A compiler translates the
problem description into a set of statements in the programming language C. Thereby, the com-
piler produces symbolic expressions for first and second order derivatives of the objective func-
tion and the constraints. In the case of external function calls, numeric gradient approximations
are inserted into the generated code. The set of C functions is then compiled and linked into opti-
mization servers (see Fig. 2) for different computing systems (e.g. Transputer systems under the
Helios Operating System, Unix-based workstations with SPARC or MIPS processors). These
optimization servers are called from within the Execution Environment. After this generation of
platform specific optimization servers it is possible to utilize a heterogeneous computer network
for parallel optimization. The OpTiX-II Software Environment, in its current stage of develop-
ment, supports the following hardware/software architectures: (i) Unix workstations from various
manufacturers, (ii) Unix-based Multiple Instruction stream Multiple Data stream (MIMD) type
computers with shared memory (e.g. Sun SPARCstation 10, SPARCserver 600 and SPARCcenter
1000/2000 series) and (iii) Helios based Transputer systems (MIMD-type computer with distrib-
uted memory).

4.3 Problem solution phase

The OpTiX-II Execution Environment allows the formulation of parallel and/or distrib-
uted solution strategies as well as the recording of the problem solution processes and the display
of the results. The user interacts with the control module of the Execution Environment (see Fig.
4). The nonsequential optimization strategy is formulated by writing a strategy script, which con-
sists of a sequence of solution steps. In each step the user may solve several individual optimiza-
tion subproblems in parallel. Thus, the user must choose algorithms for the solution of the
individual optimizations (subsystems) and allocate computing resources within the network to the
individual optimization tasks (subsystems in Fig. 4). The nonsequential solution approaches dis-
cussed in section 2 can be realized in this manner.

The gear reducer design optimization problem described in Fig. 3 and Appendix A can
be decomposed into two subsystems, each consisting of a shaft and two bearings, coupled by the
variables X1, x, and x3. For the solution of such an optimization problem within OpTiX-II, the
user has to define three optimization problems in the problem definition phase, one for each sub-
system and for a 2nd level coordination problem. During the problem solution phase three indi-

vidual optimization tasks have to be processed iteratively: the two subproblems in parallel and




(Vv x1puaddy 995)

wojqoid uorezrundo udisap Jeonpar 1ea3 pasodwooap a2y Jo uornjos ay) 10y 1duros A3

-1ens e uo maia rented e ynm ‘(Adoopiey ussios) Jusuruoraug uonndoxy [I-X1LdO syl :p "8

(Partial) View on the
actually defined optimi-
zation strategy

Panel with names of

computers that are
potential optimiza-
tion servers/hosts

available

]

optix—

Run-Time Environment

List of algorithms

——

List of subsystems
belonging to the cur-
rently selected
optimization problem

(start) (continue )l(special v) (quit Optix-11) Se

sl

Computational Items - Subsystem: Host (Algorithm)

Status: STOPPED

lected problem: [¢] tiy ./decomposition/gearreducerljecomposed,

Algorithms

Subsystems

*| ["shaft_and_bearings_1": euler (Complex Strategy), ]
"shaft_and_bearings_2": diogenes (Complex Strategy

Evolution Stratgy
Simulated Annealing

Complex Strategy

"shaft_and_bearings_1"
"shaft_and_bearings_2"

[« T

Complex Strategy (Optim.)
Seq. Lin. Progr. (SAPOP)

Ceneralized Reduced Gradient

Cen, Red. Gradient (Optim.)
GRC (SAPOP)

QP (Hildreth dEspo, Gauss—Seid
QP (Hildreth d’Espo, Jacobi iter)

"Gear_Reducer_2nd_level]

"Gear_Reducer"

1755

evaluations (constraints)

Accepting new coordinates for "shaft_and_bearings_1":
Actual best objective function value: 286.26634010
Strategy Complex Strategy on Host euler has been successfull.

Actual best objective function value: 1126.61097178

E Accepting new coordinates for “shaft_and_bearings_2":
Strategy Complex Stratedy on Host diogenes has been successfull.

f = 1.581464e+03
f1 = 2.862663e+02
f2 = 1.126611e+03

L. | o | —3
(edit ) (position v)(‘parameter v)
Hosts '
euler leibniz diogenes.2 | da_vinci cusanus olymp /32mb1 @2000000 Other host:
helena diogenes kepler imr—suni archimedes { /31mbB @1000000 | other
':lF __________ ‘: a= STATESPACE () =smes=sssssss
computed: "shaft_and_bearings_1" (286.266340) %1 = 3.500000e+00
(Complex Strategy (250)/ euler / result is exact) %2 = 7.000000e-01
0.306000 seconds (real overall processing time) *J| x3 =1.700000e+01
0.258000 seconds (real time for remote procedure call) X4 = 7.300008e+00
0.120000 seconds (real computation time) x5 = 7.715331e+00
0.070000 seconds (cpu time used) %6 = 3,350215e+00
546 evaluations (objective function) X7 = 5.286655e+00

“uonN[Os 159q JuaLINd dY) sAe[dsIp 1yS1I WON0q SYI U0 MOPUIMNS 3Y) PUB UOHINIOS Y3 JO Ki01s1Y

o) saAIS (4 *S1]) 1J9] W03I0q SY) UO MOPUIMQNS Y], "UISOYD 3q Isnw wyioge ue pue (K11o8]

Junndwod) 1soy € “yse1 uoneziundo [enprAIpul Yors 104 Wwe[qosd uoneuIpiood 3y} Apuanbasqns

Ionein ‘N ‘uopod 'H

** JUAWIUOIIAUY 21em}JoS V JI-XLLAO



H. Boden, M. Grauer -10 - OpTiX-II: A Software Environment ...

4.4 Implementation issues

The main parts of the OpTiX-II Software Environment have been developed using the
programming language C. The graphical user interface has been designed with the Sun Microsys-
tems GUIDE program. This tool was selected because it supports different user interfaces (e.g.
OPENLOOK and MOTIF). Software developed for Unix-based computers conforms to the X/
Open portability guide and the POSIX standards. The transputer-cluster operates under the Helios
operating system. It offers POSIX compatible libraries and supports the Network File System
(NFS). Communication within the workstation network is based on Sun Microsystems’s Remote
Procedure Call concept and makes use of TCP/IP based services (e.g. remote copy, remote login,
NFS). The decision for the tools mentioned above was made at the beginning of the project.
Meanwhile various tools for parallel programming in heterogeneous computer networks are avail-
able (see [15],[16]). Many of these tools also make use of the Remote Procedure Call concept,

which has become an industry-standard in workstation computing.

5 Some numerical test results

In the following some test results are provided to demonstrate the ability of OpTiX-II to
serve as a testbed for parallel and distributed solution strategies and algorithms in decision prob-
lems based on nonlinear optimization on different multiprocessor systems. The optimization
problems, with which OpTiX-II was tested, are the 100-dimensional Rosenbrock Problem (see
Appendix B, RO-100) and the generalized Rastrigin Problem (see Appendix C, RA-30). Both
problems were solved for comparative purposes with a sequential and two nonsequential
approaches. Of all nonsequential solution approaches, a parallel extension to a hybrid method
and, since both problems are separable, a decomposition approach (distributed computing) were
applied. The three solution approaches are applied on three different architectures of multiproces-
sor systems (see Table below). The results for the multimodal function RA-30 are the average of
10 runs. Of course, the implications of these results (in the Table) are very restricted, but it is nev-
ertheless not difficult to recognize that current transputer systems are not a competitive hardware
for parallel optimization. On the other hand, workstation clusters and shared memory systems
give promising results.

In addition to these results, OpTiX-II has been used to realize a parallel solution strategy
for a structural optimization problem, thereby optimizing a complex mechanical structure (auto-
motive wheel) in parallel on a network of workstations [17].
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Solution strategies and .
Type testproblems Test- Sequential Nonsequential approaches
of Multi- problem approach*
processor- Parallel Distributed
system hybrid** computing***
Multiprocessor system RO-100 46.00 29.52 13.61
(shared memory, see
RO-100 137.30 78.87 45.08
Workstation Cluster
see Sun 4/25 in Fig. 1
( &l RA30 || 57400 | 160.00 1097
RO-100 829.00 531.16 157.63
Transputersystem
(see Fig. 1)
RA-30 3374.63 2552.76 68.87
The following algorithms and solutions strategies are used:
*  RO-100: Quasi-Newton-Method; RA-30: Adaptive-Random-Search.
**  RO-100: Quasi-Newton-Method, Steepest-Descent;
RA-30: Steepest-Descent, Nelder-Mead, Adaptive-Random-Search;
communication after 100 iterations.
*** RO-100: 3 subsystems and coordination by Quasi-Newton;
RA-30: 3 subsystems by Adaptive-Random-Search.

Table: Computation times (in seconds) for the solution of the Rastrigin and Rosenbrock test
functions.

6 Summary and conclusion

The OpTiX-II Software Environment which supports the steps from the formulation of a
decision problem based on nonlinear optimization problems to the solution on networks of paral-
lel computers was presented. It enables the user to define the problem and a nonsequential solu-
tion strategy without necessarily taking into account the architecture of the hardware that will
subsequently be used to solve this problem. Numerical tests have shown that workstation clusters
and multiprocessor systems with shared memory give very promising results for the use of paral-
lel and distributed solution strategies in the field of decision support.

The use of parallelism inherent to problems and algorithms, as indicated above, can be

extended to other problem classes and corresponding algorithms (e.g. production scheduling and
branch-and-bound methods).
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9 Appendices

Appendix A:
The nonlinear optimization problem considered here, consists in the design of a gear reducer with

minimal weight under a set of given constraints (see [18] and Fig. A.1). The analytical formula-

tion of the gear reducer design optimization problem is the following:
S 2,2 3,3
Minimize f(x) = 0,7854x1x§ (3,3333x§ + 14,9334x, — 43,0934) —1,508x, (xg+x9) +7,477 (xg+ x7)

2
40,7854 (x4x§ + x5x7)

subject to:
gl 737555 <1 g2 st lg?GP < g3 19 g et S g4 193 g kg <
g5: A/B,S1100  gb: Ap/ByS850 B, = 0lx} B, = 01x)
2 2
A= \/[ (7:5:4] +16,9X106j| A, = J[[145:5j +157,5><106}
2*3 2%3
g7: xyxy<40  g8,89: 5<x/x,S12 glOgll: 26<x S36 gl2,g13: 07<x,<08

gld,gls: 17<x,<28 gl6gl7: 73<x,<83 g18,g19: 73<xg<83 g20,821: 29<x,<39

£22,823: 50<x,<s55 g24: (1,56x5 + 1.9) le <1 g25: (156x, + 1,9)%1 <

shaft 1
1 A x; gear face width (cm)
e X5 teeth module (cm)
bearings 1 x3 number of teeth of pinion
bearings 2 shaft 2 \ X4 distance between bearings 1 (cm)
x5 distance between bearings 2 (cm)

| x¢ diamter of shaft 1 (cm)
x7 diamter of shaft 2 (cm)

Y|
A
% e
\ X7 |%5 \ X6 Xq

lil 1] \\Z

;\\

Fig. A.1: Gear Reducer under Consideration (see [18]).

The gear reducer design optimization problem can be decomposed into two subsystems, each
consisting of a shaft and two bearings, coupled by the variables x{, x5 and x3. For the solution of
such an optimization problem within OpTiX-II, the user has to define three optimization problems
in the problem definition phase, one for each subsystem and one for a 2nd level coordination
problem. The problem formulations are given in Fig. A.2 to A.4.
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subsystem “shaft_and_bearings_1""
f1 = min -1.508*x1*sqr(x6) + 7.477*x6"3 + 0.7854*x4*sqr(x6);

decisionvar x4,x6;
constraints

/* g3 */ 1.93/x2/x3*x473/x6"4 <=1,

/* g5 */ sqrt(sqr(745*x4/x2/x3)+16.9E6)/0.1/x6"3 <= 1100;

/* g24 */ (1.5*x6+1.9)/x4 <=1,
bounds

/* gl16,g17 ¥/ 7.3 <=x4 <=8.3; /* g20,g21 */2.9 <= x6<=3.9;
endsubsystem;

Fig. A.2: OpTiX-ll problem description for subsystem 1 of the decomposed gear reducer.

subsystem “‘shaft_and_bearings_2":
f2 = min -1.508*x1*sqr(x7) + 7.477*x7"3 + 0.7854*x5*x7"2;

decisionvar x5,x7;
constraints

/* g4 */ 1.93/x2/x3*x5"3/x7" <= 1;

/* g6 */ sqrt(sqr(745*x5/x2/x3)+157.5E6)/0.1/x7*3 <= 850;

/* g25 */ (1.1*x7+1.9)/x5 <= 1;
bounds

/* gl18,g19 */7.3 <=x5<=8.3; /*g22,g23 #/5.0<=x7<=35.5;
endsubsystem;

Fig. A.3: OpTiX-ll problem description for subsystem 2 of the decomposed gear reducer.

subsystem “coordination_problem”:
f = min -1.508*x1*sqr(x6) + 7.477*x6"3 + 0.7854*x4*sqr(x6)
-1.508*x1*sqr(x7) + 7.477*x7"3 + 0.7854*x5*x7"2
+ 0.7854*x 1*sqr(x2)*(3.3333*sqr(x3)+14.9334*x3-43.0934),
decisionvar x1,x2,x3;
constraints
/* gl ¥/ 27/x1/sqr(x2)/x3 <= 1;
/* g2 */ 397.5/x1/sqr(x2)/sqr(x3) <= 1;
/* g7 */ x2*x3 <= 40,
/* g8 */ x1/x2 >=5;
/* g9 */ x1/x2 <= 12;
bounds
/* g10,g11 */ 2.6 <= x1 <= 3.6;
/* g12,g13 */ 0.7 <= x2 <=0.8;
/* gl4,815 */ 17 <= x3 <= 28;
endsubsystem;

Fig. A.4: OpTiX-ll problem description for coordination problem.
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Appendix B:
The 100-dimensional Rosenbrock Banana Problem is used as follows:

99
min f(x) = ¥ [100% (x;,; ~x) "+ (1-x)2].
i=1
The starting point is Xy, = (1.2, -1.2, ..., 1.2, -1.2)T, and the bounds are x; = (-3.0,
X, = (3.0, ..., 3.0)T . The optimal solution is X,y = (1.0, ..., 1.0)T with f(x,,) = 0.

Appendix C:
The 30-dimensional generalized Rastrigin Problem is used as follows (see [19]):

n
min f(x) = nA+ Y (x]~Acos(@x,)) withn=30, A=50and o = 2.

i=1

(RO-100)

ey -3.0)T and

(RA-30)

The starting point is randomly generated from within the bounds x, = (-5.0, ..., -5.0)T and

X, = (5.0, ..., 5.0)T. The optimal solution is X,y = (0.0, ..., 0.0)T with f(x,,,) = 0.




