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Foreword 

In many linear programming problems, we encounter the feature that not all coefficients 
are known. Frequently, the lack of knowledge of one coefficient is related to the lack 
of knowledge of other coefficients. This might be modelled by using coefficients which 
depend on a set of (unknown) parameters. 

Such a situation occurs in a global environmental framework model as developed at 
NIES in Tsukuba, Japan. The question was how to determine for which parameter the 
lack of knowledge is most detrimental. In order to answer this question, a sensitivity 
analysis has been developed with respect to the parameters. The present paper explains 
this sensitivity analysis. 



Abstract 

When a real world problem is formulated a.s a linear programming model, we are often 
faced with difficulties in the parameter specification. We might know the plausible values 
or the possible ranges of parameters, but there still remains uncertainty. The parameter 
values could be obtained more exactly by experiments, investigations and/or inspections. 
However, to make such an experiment, investigation or inspection, expenses would be 
necessary. Because of capital limitations, we cannot invest in all possible experiments, 
investigations and inspections. Thus, we have a selection problem, which uncertainty 
reduction is the most profitable. 

In this paper, we discuss an analytic approach to the problem. Because of the difficulty 
of the global analysis, we make a local analysis around appropriate values of parameters. 
We focus on giving the decision maker useful information for the selection. First, sensi- 
tivity analyses with respect to the uncertain parameters are developed. The sensitivities 
are available only for the marginal domain without changing the optimal basis. The do- 
main is obtained as an interval. The difficulty of the sensitivity analysis is in the cases of 
degeneracy and multiplicity of the optimal solutions. A treatment of such difficult cases 
is proposed. Finally, a numerical example is given for illustrating the proposed approach. 

Keywords: Linear programming, sensitivity analysis, simplex method 
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An Extended Sensitivity Analysis 
in Linear Programming Problems 

Masahiro Inuiguchi, Jaap Wessels 

1 Introduction 
The linear programming problem is most widely used as model of various real world 
programming problems because of its computational and analytical tractability. It is not 
utilized only for making a good decision but also for analyzing the effects of the constraint 
parameters. However, in many cases, the coefficient parameters are not known exactly 
even when the structural model can be build as a linear programming problem. 

The analysis in this paper has been inspired by such a model. In this case the model 
is so-called "global environmental framework model" and has been developed by Dr. T. 
Morita (National Institute for Environmental Studies of Japan, Tsukuba) and Professor 
Y. Nakamori (Konan University, Kobe). The problem is in this case indeed that several 
coefficients are not precisely known. If we consider the question of determining the coef- 
ficients more precisely, it appears that these coefficients are not independent. A sensible 
model for describing the imprecision would be to consider the coefficients as known func- 
tions of a set of parameters and supposing the parameter values to be imprecisely known. 
Now the problem becomes: for which parameter would it be most important to obtain a 
better estimate of its value. 

In the present paper, we will develop some tools for treating this problem. In a later 
paper the use of these tools will be demonstrated. 

Sensitivity analysis methods have been proposed for the investigation of effects on 
the optimal value or solution caused by a change of some parameters. However, in the 
conventional sensitivity analysis, it is assumed that a parameter changes either objec- 
tive coefficients or the right-hand side values of constraints (see, for example, Dantzig 
[I]). Under this assumption, it is not applicable for the above model, since an uncertain 
parameter changes constraint coefficients as well as objective coefficients in the global 
environmental framework model. 

As a first stage of the investigation of the global environmental framework model, 
this paper develops an extended sensitivity analysis to a parameter change involved in 
the constraint and objective coefficients, simultaneously. In Section 2, a linear program- 
ming problem with uncertain parameters is described in the mathematical form. Some 
assumptions are given for the tractability of the mathematical analysis. In Section 3, the 
sensitivities are represented in the form of matrix calculations. It is emphasized that the 
sensitivities at the plausible values can be calculated under a weaker assumption than 
those given in Section 2, i.e., the first order differentiability. The sensitivity is available 
in a certain domain where the basic variables do not change. The domain is analyzed in 
Section 4. The most serious difficulty of the sensitivity analysis is in the cases of degener- 
acy and multiplicity of the optimal solutions. Section 5 is devoted to these difficult cases. 
A simple numerical example is given to illustrate the proposed approach in Section 6. 
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2 Linear Programming with Uncertain Parameters 

In this paper, the following linear programming problem is treated: 

minimize c ( r ) x ,  
subject to A ( r ) x  = b(r) ,  

32 > 0,  

where r = (rl,  r2,.  . . , rp) is a vector of uncertain parameters. c(r), x are n-dimensional 
vectors and b ( r )  is an m-dimensional vector. A( r )  is an m x n matrix. A plausible value 
of r is supposed to be known as r0 = (rp, r!, . . . , r i ) .  Moreover, we introduce the following 
four assumptions for the sake of analytical tractability: 

Al .  c(r), A( r )  and b(r )  are linear with respect to each parameter r; for i = 1,2 , .  . . ,p. 
To put it differently, the partial derivatives of c ( r ) ,  A( r )  and b(r ) ,  i.e., db(r ) /dr i ,  
dA(r)/dr;  and db(r ) /dr ;  do not depend on r;. 

A2. Each parameter r; is included only in either one row or one column of the matrix 

A(r) .  

A3. For any m-dimensional vector p, there exists an E > 0 such that {x 1 A(ro)x = 
b(rO)  + ~ p ,  x > - 0)  is non-empty and bounded. As will be seen in Section 5, this 
assumption is required to obtain all optimal bases in the cases of degeneracy and 
multiplicity of optimal solutions. 

Since we will discuss a sensitivity analysis to each parameter r;, i = 1,2, .  . . , p around 
the plausible value rO, we suppose that substituting r = rO, the linear programming 
problem (1) has been solved by the simplex method. Then, an optimal solution is obtained 
together with the associated optimal basis. In what follows, we will use the following 
notations: 

B(r): an optimal basic matrix of the problem (1) for r 
B ( r ) :  the inverse matrix of B(r) 
AN(r): a sub-matrix of A(r)  which is composed of all columns associated with 

non-basic variables 
cB(r) :  a sub-vector of c(r) which is composed of all coefficients associated with 

basic variables 
cN( r ) :  a sub-vector of c ( r )  which is composed of all coefficients associated with 

non-basic variables 

~ ( r ) :  a simplex multiplier for r 

b(r) :  an optimal basic solution for r 

~ ( r ) :  the optimal value for r. 

From the theory of the simplex method, we have 

b ( r )  = B-l( r )b(r ) ,  (3)  

~ ( r )  = r ( r ) b ( r )  = c B ( r ) ~ - l ( r ) b ( r ) .  (4) 
Moreover, for the sake of simplicity, we define cB = cB(rO), cN = $(TO), B = B(rO), 

AN = AN(rO),  b = b(rO),  r = r(rO), b = b(rO), 
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3 Sensitivities 

Taking the partial derivatives of T(T) and b ( r )  with respect to r;, we obtain the sensitiv- 
ities of T(T)  and b ( r )  to r; from (2) and (3) as follows: 

-- 
dr; 

d b ( ~ )  - = B-'(T) 
dr; dr; 

Further, from (4), we have 

~ z ( T )  d c B ( ~ )  - --- - ~ B ( T )  - d b ( ~ )  
b ( r )  - T(T)-b(~) + T(T)-. 

dr; dr; dr; dr; 

d i ( ~ ) / d r ;  and db(r) /dr;  show the effects on the optimal value and solution caused by a 
small change of r;, respectively. In the global environmental framework model, the effects 
of a waste control policy are evaluated by the simplex multiplier. Thus, the effects on 
the simplex multiplier caused by a small change of r; are also significant and shown by 
d ~ ( ~ ) / d r ; .  

From (10)-(12), we can easily calculate the sensitivities around TO by substituting 
T = TO. AS can be seen easily, the sensitivities (10)-(12) can be calculated under a weaker 
assumption than A1-A3. The required assumption is the first order differentiabilities 
of c B ( ~ ) ,  B(T) and b ( r )  with respect to r;. However, the uniqueness of the obtained 
sensitivities is not guaranteed. If the optimal solution is not degenerate and any other 
optimal solutions do not exist, then the obtained sensitivities are unique. As will be 
described in Section 5, in the cases of the degeneracy and the multiplicity of the optimal 
solutions sensitivities associated with unstable optimal basis1 are not significant. 

Moreover, the sensitivities are effective only in a certain domain where the optimal 
basis does not change. Analyzing this domain is important not only to know the effective 
domain itself but also to know the unstableness of the optimal basis. Namely, if the 
effective domain is empty, the optimal basis is unstable. In the next section, we will 
discuss the effective domain analysis assuming that the parameters rj except for r; are 
fixed a t  ry . Under this assumption, the sensitivities (10)-(12) can be regarded as functions 
of r; in the effective domain. In the rest of this section, the sensitivities are explicitly 
represented as functions of a changing parameter. Here we prefer to use q; instead of r;, 

'If an optimal basis is changed for any change in r , ,  it is called an unstable optimal basis 
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where r; = rP + q;. Using a pdimensional vector 6; whose component Sij is a Kronecker's 
delta, i.e., 

we have 
0 

T = T + q;6;. 

When T is defined by (14), we have 

From assumption A2 and (17), we have the following equations as pointed out by 
Dobrowolski et al. [2]: 

The case where r; is included in the kth column of B; 

det B(T' + q;b;) = (1 + qivk) det B, (20) 

where B.k and B;' are the kth column of B and the kth row of the inverse of B, 
respectively. v is defined by 

v = B - ~ A B . ~ .  (22) 

vk is the kth component of the vector v. 

The case where r; is included in the kth row of B; 

det B(T' + 9;s;) = (1 + qiuk) det B, (23) 

where u is defined by 
u = A B ~ .  B-I . 

uk is the kth component of u. 

The case where r; is not included in any column nor in any row of B; 

For the above three cases, we have the following representations of the sensitivities as 
functions of q;: 



M. Inuiguchi, J. Wessels - 5 -  Extended Sensitivity Analysis 

The case where r; is included in the kth column of B; Since 

holds, we have 

+ acB (o-' - 

The case where r; is included in the kth row of B; Since 

holds, we have 

The case where r; is not included in any column nor in any row of B; 
the inverse of the basic matrix does not change, we have 

(34) 

Since 
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4 Effective Domain Analysis 
As stated in the previous section, the sensitivities are available only in a certain domain 
where the optimal basis does not change. In this section, we discuss the domain. To this 
end, we consider the following three conditions, as discussed by Dobrowolski et  al. 121: 

1. Non-singularity of the basic matrix, 

2. Non-negativity of the basic variables, 

3. Necessary condition of optimality. 

In what follows, the domain where these three conditions are satisfied is obtained in 
the classification of the previous section: 

The case where r; is included in the kth column of B; 

1. Non-singularity of the basic matrix. 

The condition can be written as det B(TO + q;b;) # 0. Since our interest is in the 
behavior around T = TO,  i.e., q; = 0, the condition becomes that det B ( ~ ~ + q ; b ; )  # 0 
has the same sign as det B, i.e., det B(TO + q;b;) x det B > 0. From (20), the 
condition is equivalent to 

1 + qjvk > 0. (38) 

Hence, from the non-singularity condition, we obtain the following domain Q1: 

2. Non-negativity of the basic variables. 

The non-negativity can be checked by  TO + q;b;) = B-'(T' + q;bi)b(TO + qibi) > 0.  
From (19), (21) and (38), we have 

where bj and Abj are the j th  component of b and Ab, respectively. Ab is defined 
by 

~b = B - ~ A ~ .  (41) 

For the sake of simplicity, we define 
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Here let us consider the following quadratic equation: 

The discriminant Dl can be defined by 

We have the following seven cases by taking into account the fact that F!(o) 2 0: 

Dl 2 0 and a1 < 0. We obtain a domain Q: where F':(qi) 2 0 as 

Especially, if Dl = 0,  then Qi = ( 0 ) .  

Dl 5 0 and a1 > 0. We obtain a domain Q: where F'/(qj) 2 0 as 

Q; = (-00,00). (48)  

Dl > 0 ,  a1 > 0 and -PI - f l>  0. We obtain a domain Q: where F;(qi) > 0 

Dl > 0 ,  a1 > 0 and -81 + fl< - 0. We obtain a domain Q: where F;(qi) 2 0 

al = 0 and P1 > 0. We obtain a domain Q: where F';(qi) 2 0 as 

a1 = 0 and Dl < 0. We obtain a domain Q: where F':(qi) 2 0 as 

a1 = 0 ,  Dl = 0 and 71 2 0. We obtain a domain Q: where ~ ; ( q ; )  2 0 as 

Q: = (-00, m). (53)  

Calculating Q3, for all j = 1,2, .  . . , m, we obtain the domain in which (40)  is fulfilled 
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3. The necessary condition of optimality. 

From the theory of the simplex method, the necessary condition of optimality can 
be written as 

N 0 N 0 n (rO + q;Si)A (T + qiSi) - c (T + q;Si) I 0-  (55) 
Developing the right-hand side, we have 

N 2 (v~ATA;  + AZAA; - V ~ A C ,  )q, 

+ (AnA; + vknA; + TAA: - Ac,N - vkc,N)qi 

+(nA:-cy)  50, j = 1 , 2  ,..., n - m ,  (56) 

where cr and A c ~  are j th  components of cN and AcN, respectively. A n  is defined 

by 
AT = AC*B-'. (57) 

For the sake of simplicity, we define 

By the same discussion as with Q:, we obtain the domain within which ~ ; ( q i )  <_ 0 
as 

- P2-a], if D2 2 0 and a, > 0, 
2a2 

(-00, 001, if D2 1.0 and a2 5 0, 

if D2 > 0, a 2  < 0 and -P2 - a> 0, 

Q; = 
if D2 > 0, a 2  < 0 and -P2 + a L 0, 

Calculating Q3, for all j = 1,2, .  . . ,n - m, we obtain the domain in which (56) is 
fulfilled as 

n-m 

Q3 = r) Q:. 
j = 1  

(64) 

4. Conjunction of three conditions. 

Taking the intersection of Q1, Q2 and Q3, we obtain the domain Q within which three 
conditions, the non-singularity, the non-negativity and the optimality are satisfied 
as 

Q = QI n Q2 n Q3. (65) 
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T h e  case  w h e r e  r; is included in  t h e  k th  row of B; 
The way of the derivation is the same as that in the case where r; is included in the 

kth column of B. Here we describe it briefly. 

1. Non-singularity of the basic matrix. 

From (23), the non-singularity condition is equivalent to 

Hence, from the non-singularity condition, we obtain the following domain Q1: 

( ( -  - )  if ur. < 0, 

2. Non-negativity of the basic variables. 

From (19), (24) and (66), the non-negativity condition can be written as 

where B$ is the ( j ,  k)-component of B-'. 

For the sake of simplicity, we define 

Thus, we obtain the domain Q: within which F:(qi) 5 0 as 

- - 1 [ P3 a, P3 - , if D3 2 0 and a3 < 0, 
203 2a3 

(-00747 if D3 5 0 and a3 > 0, 

if D3 > 0, a3 > 0 and -P3 - fi 2 0, 
QJ' - < 

2 - 
if D3 > 0, a3 > 0 and -P3 + fi < - 0, 

if a3 = 0 and P3 > 0, 

if a3 = 0 and P3 < 0. 

Calculating Q3, for all j = 1,2, .  . . , m, we obtain the domain in which (68) is fulfilled 
as in (54). 
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3. The necessary condition of optimality. 

The necessary condition of optimality can be written as 

( u ~ A T A ! ~  - A I I ~ U A ! ~  + U ~ U A ! ~  - U ~ A C ~ ) ~ :  

+ ( X A A ! ~  - T ~ U A ;  + ATA; + U ~ T A ! ~  - A C ~  - ukcy)qi 
+ ( r r ~ ; - c r )  50, j = 1 , 2  ,... n - m ,  (75) 

where I I ~  and cy are the kth component of rr and cN,  respectively. 

For the sake of simplicity, we define 

Thus, we obtain the domain Q: within which F:(qi) 5 0 as 

- - I [ + 

p4 - m] , if D4 2 0 and a 4  > 0, 
2a4 2 ~ 4  

(-00, m), if D4 5 0 and a 4  5 0, 

if D4 > 0, a4 < 0 and -p4 - > 0, 
Qj - < 

3 - a-n],  
i f D 4 > 0 , a 4 < O a n d - p 4 + m 5 0 ,  

if a 4  = 0 and p4 < 0, 

if a 4  = 0 and p4 > 0. 

(81) 
Calculating Q i  for all j = 1,2 , .  . . , n  - m, we obtain the domain in which (75) is 
fulfilled as in (64). 

4. Conjunction of three conditions. 

Taking the intersection of Q1, Qg and Qg, we obtain the domain Q within which three 
conditions, the non-singularity, the non-negativity and the optimali ty are satisfied 
as in (65). 

The case where r; is not included in any column nor in any row of B; 

1. Non-singularity of the basic matrix. 

Since the basic matrix never changes in this case, we do not care about the condition 
of non-singularity. Thus, we have Q1 = (-m, m). 



M. Inuiguchi, J. Wessels - 11 - Extended Sensitivity Analysis 

2. Non-negativity of the basic variables. 

From the condition b(ro  + q;S;) > 0, we have 

Thus, the domain Q: where bj + q;B,~lAb > 0 is fulfilled is obtained as 

Calculating Q3, for all j = 1,2, . . . , m, we obtain the domain in which (82) is fulfilled 
as in (54). 

3. The necessary condition of optimality. 

From (55), we have 

Thus, the domain Q; where the j t h  condition of (84) is satisfied is given as 

Calculating Q< for all j = 1,2 , .  . . , m, we obtain the domain in which (84) is fulfilled 
as in (64). 

4. Conjunction of three conditions 

Taking the intersection of Q1, Q2 and Q3, we obtain the domain as (65). 

5 The Cases of Degeneracy and Multiplicity of the 
Optimal Solutions 

The most serious difficulty of the sensitivity analysis is met in the cases of degeneracy 
and multiplicity of the optimal solutions. Akgiil [3] has developed an excellent approach 
to such difficult cases. Since the approach is proposed only for calculating the simplex 
multipliers, unfortunately, it is not available for our extended sensitivity analysis. Here we 
chose a primitive approach for the difficult cases. Namely, all optimal bases are generated 
and for each optimal basis, the above analyses are applied. All optimal bases can be 
continuously generated from an optimal basis by pivot operations. 

A = B-'(rO)A(rO) and w = ?r(rO)A(rO) - c(rO).  When an optimal basis is obtained, 
we have b > 0 and w < 0.  If the optimal basis is degenerate, there exists at least one 
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zero component of b, i.e., bj = 0. If there exist more than one optimal solutions, at least 
one component of w is zero, i.e., wj = 0. In those cases, we can calculate all optimal 
bases by the following algorithm: 

Algorithm for generating all optimal bases 

Step 1. Set Su as a singleton with the initial optimal basis and Se = 0, where Su and 
Se are unexplored and explored sets of bases. 

Step 2. If Su is empty, terminate the algorithm. Otherwise, take one basis from Su. 

Step 3. Calculate the A, b and w corresponding to the selected basis. 

Step 4. If there does not exist a j such that bj = 0, then go to Step 6. Otherwise, for 
every j such that bj = 0, obtain all s E {1,2,.  . . , n )  such that 

and Aj, < 0. 

Step 5. For all pairs (j ,  s )  obtained at Step 4, if the basis where the j t h  basic variable 
is replaced with x, is not a member of Se U SU, put it in Su. 

Step 6. If there does not exist an s such that w, = 0, then return to Step 2. Otherwise, 
for every s such that w, = 0, obtain all j E {1,2,.  . . , m) such that 

and Aj, < 0. 

Step 7. For all pairs ( j , s )  obtained at Step 6, if the basis where the j t h  basic variable 
is replaced with x, is not a member of Se U SU, put it in Su. Return to Step 2. 

In this algorithm, A, b and w at Step 3, can be calculated easily by a pivot operation. 
As shown below, the existence of s at Step 4 and j at Step 6 are guaranteed by the 
assumption A3. The existence of j at Step 6 follows directly from the assumption A3, 
since the feasible area of the problem (I )  with r  = T O  is bounded. The right-hand side 
values of constraints of the problem (I)  are the objective coefficients of the dual problem. 
A change of the right-hand side values of the problem (I)  is a change of the objective 
function of the dual problem. By the assumption A3, the problem (I)  with r  = r0  has a t  
least one optimal solution even if the right-hand side values slightly change. Applying the 
duality theorem in the linear programming problem, the dual problem with r  = r0  has 
also at least one optimal solution even if the objective coefficients slightly change. This 
means that the dual problem with T = T O  has a bounded optimal solution set. Hence, s 
at Step 4 exists under the assumption A3. 
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Table 1. The optimal bases 

6 A Numerical Example 

No. 

1 

3 

Let us consider the following linear programming problem with uncertain parameters: 

basis value X I  2 2  sl s 2  s3 s4 
21 4 1 0  2 - 1  0 0 
2 2  9 0 1 - 1  1 0  0 
S 3 5 0 0 - 2  1 1  0 
S 4 0 0 0  1 - 1  0 1 
wj -13 0 0 -1 0 0 0 
21 9 1 0 0 0 1 0  
x 2 4 0 1 1  0 - 1  0 
s 2  5 0 0 - 2  1 1  0 
S 4 5 0 0 - 1  0 1 1  
wj -13 0 0 -1 0 0 0 
x 1 4 1 0  1 0  0 - 1  
2 2  9 0 1 0 0 0 1  
S 2 0 0 0 - 1  1 0 - 1  
S 3 5 0 0 - 1  0 1 1  
Wj -13 0 0 -1 0 0 0 

maximize (0.5rl + 0.5r2)x1 + 5 2 ,  

subject to x1 + r2x2 5 13, 
~ 1 x 1  + 2 ~ 1 ~ 2 x 2  I 22, 
0 L 21 L 9, 
0 L 2 2  L 9, 

where (rl, r2) are uncertain parameters with the plausible values (ry , r;) = (1 , l ) .  Intro- 
ducing slack variables sl, s 2 , ~ 3  and s4, (86) can be transformed to the following standard 
form: 

minimize -(0.5rl + 0 . 5 ~ ~ ) ~ ~  - 2 2 ,  

subject to xl + 73x2 + sl = 13, 
r lxl  + 2rlr2x2 + s2 = 22, 
x1 + S3 = 9, (86') 

2 2  + S4 = 9, 
( x 1 , ~ 2 , ~ 1 , ~ 2 , ~ 3 , ~ 4 )  2 0. 

As can be checked easily, the assumptions A1-A3 are satisfied. 
Substituting (rl, r2)  = ( 1 , l )  in the problem (86), we have two optimal extreme points 

( ~ 1 ~ x 2 )  = (4,9) and (xl ,  x2) = (9,4) as shown in Figure 1. The solutions on the line 
segment between these points are all optimal. Thus we have multiple optimal solutions. 
Three border lines, xl + x2 = 13, X I  + 2x2 = 22 and x2 = 9 cross a t  one point (xl, x2) = 
(4,9). Thus, the optimal solution (xl,  x2) = (4,9) is degenerate. Applying the algorithm 
for generating all optimal bases, we obtain three optimal bases. The corresponding simplex 
tableaus are shown in Table 1. 

0 For each optimal basis, let us calculate the effective domain with respect to ql = rl -rl 
and q2 = 7-2 - r; and if it is not equal to {0), let us calculate the sensitivities. 
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Figure 1: An illustration of the problem 



M. Inuiguchi, J. Wessels - 1 5 -  Extended Sensitivity Analysis 

Analysis with respect t o  rl 

Tableau 1. In this case, we have 

b = (13,22,9, 9)T, Ab = (0,0,O, o ) ~ ,  
b = (4,9,5, o ) ~ ,  Ab = (0,0,0, o ) ~ ,  
7r = (-1,0,0, 0), AT = (-1,0.5,0,0) 

and k = 2. 
u defined by (25) is calculated as 

We obtain Q1 = (-1, m ) .  By the calculation of Q;, j = 1,2 , .  . . ,4 ,  we have 

Hence, Q2 = [O, A]. Similarly, calculating Q$, j = 1,2, we obtain 

Hence, Q3 = [--A 29 01. Taking the intersection of Q1, Q2 and Q3, we have Q = [O, 01. 
Since Q = {0), this optimal basis is unstable and we do not calculate the sensitivities 

with respect to this optimal basis. 

Tableau 2. In this case, we have 

b = (13,22,9,9)', Ab = (O,O, O , O ) ~ ,  
b = (9,4,5, 5)T, ~b = (0,0,O, o ) ~ ,  
7r = (-1,0,0, 0), AT = (0,0, -0.5,O) 
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and k = 2. 
u defined by (25) is calculated as 

We obtain Q1 = (-m, m ) .  By the calculation of Q;, j = 1,2 , .  . . ,4 ,  we have 

Hence, Q2 = ( -m,  $1. Similarly, calculating Qj,  j = 1,2, we obtain 

Hence, Q3 = [0, m ) .  Taking the intersection of Q1, Q2 and Q3, we have Q = [O, ft]. 
Since Q # {0), let us proceed to the calculation of sensitivities. From (32) to (34), we 

have 

Tableau 3. In this case, we have 

b = (13,22,9, 9)T, Ab = (0,0,0, o ) ~ ,  
b = (4,9,0, 5)T, Ab = (0,0,0, o ) ~ ,  
7r = (-1,0,0, 0), A7r = (-0.5,0,0,0.5) 

and k = 2. 
u defined by (25) is calculated as 
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We obtain Q1 = ( -m,  m ) .  By the calculation of Q;, j = 1,2 , .  . . ,4 ,  we have 

Hence, Q2  = ( -m,  01. Similarly, calculating Q3,, j = 1,2, we obtain 

Hence, Q3 = [-2,0]. Taking the intersection of Q1, Q2 and Q3, we have Q = [-2,0]. 
Since Q # {0), let us proceed to  the calculation of sensitivities. From (32) to  (34), we 

have 

W ( 1  t 91 , I))  = -2, 
891 

for ql E [-2,0]. 

Analysis with respect t o  7-2 

Tableau 1. In this case, we have 

and k = 2. 
v defined by (22) is calculated as 

We obtain Q1 = (-1, m ) .  By the calculation of Qf,, j = 1,2 , .  . . ,4 ,  we have 
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Hence, Q2 = [O, m]. Similarly, calculating Q3,, j = 1,2, we obtain 

Hence, Q3 = [-I, 01. Taking the intersection of Q1, Q2 and Q3, we have Q = [O, 01. 
Since Q = {0), this optimal basis is unstable and we do not calculate the sensitivities 

with respect to this basis. 

Tableau 2. In this case, we have 

b = (13;22,9,9)', Ab = (0, 0,0, o ) ~ ,  

b = (9,4,5,5)', ~b = (0,0,O, o)', 
7r = (-1, O,O, 0), AT = (0,0, -0.5,O) 

and k = 2. 
v defined by (22) is calculated as 

We obtain Q1 = (-1, m ) .  By the calculation of Q3,, j = 1,2, .  . . ,4 ,  we have 

Hence, Q2 = [- i, a ) .  Similarly, calculating Q3,, j = 1,2, we obtain 

Hence, Qg = [O, a). Taking the intersection of Q1, Q2 and Q3, we have Q = [0, m). 
Since Q # {0), let us proceed to the calculation of sensitivities. From (28) to (30), we 

have 
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Tableau 3. In this case, we have 

cB = (-1, -1,0,0), AcB = (-0.5,0,0, O), 
cN = (0, O), AcN = (0, O), 

b = (13,22,9, 9)T, Ab = (0,0,O, o) ~ ,  
b = (4,9,0, 5)T, Ab = (0, 0, 0, o ) ~ ,  
T = (-1,0,0, 0), AT = (-0.5,0,0,0.5) 

and k = 2. 
v defined by (22) is calculated as 

We obtain Q1 = (-oo, oo). By the calculation of Q3,, j = 1,2, . . . ,4, we have 

Hence, Q2 = [-g, 01. Similarly, calculating Q;, j = 1,2, we obtain 

Hence, Q3 = [-2,0]. Taking the intersection of Q1, Q2 and Q3, we have Q = [-$, 01. 
Since Q # {0), let us proceed to the calculation of sensitivities. From (28) to (30), we 

have 



M. Inuiguchi, J. Wessels Extended Sensitivity Analysis 

7 Conclusions 

In the present paper we consider sensitivity analysis with respect to a set of parameters 
which determine the objective coefficients, the right-hand side values and the matrix 
coefficients. It is assumed that each coefficient depends linearly on each parameter and 
each parameter occurs at most in one row or column of the matrix. The sensitivities of 
simplex multipliers, an optimal solution and the optimal value are explicitly represented. 
The effective domain where the sensitivities are available is analyzed and obtained as an 
interval. Moreover, an approach for treating the cases of degeneracy and multiplicity of 
the optimal solutions is proposed. 

The proposed analysis is applicable under certain assumptions. From a theoretical 
point of view, making a sensitivity analysis under weaker assumptions will be a future 
topic along the line of this paper. On the other hand, application to the global environment 
model will be our next step. 
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