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FOREWORD 

This paper provides a first answer to the question: does there exist 
a smallest Lyapunov function of a differential inclusion larger than a 
given function. For that purpose, they have to be looked for in the 
class of lower semicontinuous functions, and thus, the concept of derivative 
has to be replaced by the one of contingent epiderivative to characterize 
lower semicontinuous Lyapunov functions. The existence of a largest closed 
viability (and/or invariance) domain of a differential inclusion contained in 
a given closed subset is then proved and used to infer the existence of such 
a Lyapunov function. 
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Introduction 
We provide a first answer to the question: given a differential inclusion, 

does there exist a smallest nonnegative extended lower semicontinuous 
(i.e., take their values in R+ u { foo l )  Lyapunov function larger than a 
given lower semicontinuous function? Since lower semicontinuous functions 
are involved in the statement of this problem are not necessarily differen- 
tiable, we have to weaken the usual definition of a derivative and replace 
it by the one of epicontingent derivative. This allows to characterize lower 
semicontinuous Lyapunov functions of a differential inclusion. With this 
definition a t  hand, we shall answer this question. 

The tool for achieving this objective is the existence of largest closed 
viability (and/or invariance) domains of a differential inclusion contained 
in a given closed subset. Hence, we shall provide in the appendix the proof 
of their existence as well as the division of the boundary of a closed subset 
in areas from where some or all solutions to the differential inclusion remain 
or leave this closed subset. 

Contents 



1 Lyapunov Functions 

We consider a differential inclusion 

(1)  for almost all t  2 0, z l ( t )  E F ( z ( t ) )  

and time-dependent functions w ( . )  defined as solutions to a differential 
equation 

where 4 : R+ -+ R is a given continuous function with linear growth. 
This function 4 is used as a parameter in what follows. (The main instance 
of such a function 4 is the affine function +(w) := aw - b ,  the solutions of 
which are w( t )  = ( ~ ( 0 )  - %)e-"' + %). 

Our problem is to  characterize either functions enjoying the 4 -Lyapunov 
property, i.e., nonnegative extended functions V  : X -+ R+ J {+m) satis- 
fying 

along a t  least a solution t o  the differential inclusion (1)  or the 4- univer- 
sal Lyapunov property, for which property (3) is satisfied along all solutions 
to  (1) .  

We recall that the contingent epiderivative D , V ( z ) ( v )  of V  at  z  in the 
direction v  is defined by 

V  ( z  + hu)  - V  ( z )  
D T V ( z ) ( v )  := liminf 

h + ~ + , u + u  h  

because the epigraph of the function v  -+ D T V ( z ) ( v )  is the contingent 
cone to  the epigraph of V  at  ( z ,  V ( z ) )  (see [ I ] ,  [3, Chapter VII] for further 
information). 

We say that V  is contingently epidifferentiable if for all z  E Dom(V),  

b ' v  E X,  D t V ( z ) ( v )  > -m & D t V ( z ) ( v )  < m for a t  least a v  E X 

Definition 1.1 We shall say that a  nonnegative contingently epidifleren- 
tiable extended function V  is a  Lyapunov function of F  associated with 



a function 4(-) : R+ H R if and only if V is a solution t o  the contingent 
Hamilton- Jacob: inequalities 

V x E Dom(V), inf DTV (x) ( v )  + 4(V (x)) I 0 
v € F ( z )  

and a universal Lyapunov function of F associated with a function 
4 if and only i f  V is  a solution t o  the upper contingent Hamilton-Jacob: 
inequalities 

(We refer to [5,6,7] and the references of these papers for a thorough 
study of contingent Hamilton-Jacobi equations arising from optimal control 
and comparison with viscosity solutions.) 

Theorem 1.2  Let V be a nonnegative contingently epidiflerentiable lower 
semicontinuous extended function and F : X -A X be a nontrivial set-valued 
map. 

- Let us assume that F is upper semicontinuous with compact 
convex images and linear growth. Then  V is a Lyapunov function of F 
associated with 4(-) if and only if for any initial state xo E Dom(V), there 
exist solutions x(.) t o  diflerential inclusion (1) and w(-)  t o  diflerential 
equation (2) satisfying property (3). 

- If F is lipschitzean on  the interior of its domain with compact 
values, then V is a universal Lyapunov function associated with 4 if and 
only if for any initial state xo E Dom(V), all solutions x(.) t o  diflerential 
inclusion (1) and w(.) t o  diflerential equation (2) do satisfy property (3). 

Proof - We consider the system of differential inclusions 

{ i) xl(t) E F (x ( t ) )  
ii) wl(t) = -4(w(t)) 

- We provide a simpler proof than the ones of a stronger result (see 
[I.] ,  12, Theorem 6.3.11 and [4]) by observing that the epigraph &pV of V, 
(which is closed) is a viability domain (see Definition 3.3 of the appendix) 
of the set-valued map (x, w) -A F ( x )  x -$(w) if and only if V is a Lyapunov 
function. 



Indeed, if v E F ( x )  is such that (v, - ~ ( V ( X ) ) )  belongs to the contingent 
cone Tfp(v)(x,  V(x))  to the epigraph of V a t  (x, V(x) ) ,  which is equal to 
the epigraph &pDT V (x) of the contingent epiderivative, we deduce that 

DtV(x)(v) + 4(V(x))  5 0. 
Conversely, since F ( x )  is compact and v H DTV(x)(v)  is lower semi- 

continuous, there exists v E F ( x )  such that the pair ( v , - ~ ( V ( X ) ) )  be- 
longs to  Tf ,(v) (x, V (x)) .  Hence (v, -4(V (x)))  belongs to the intersec- 
tion of F ( x )  x -4(V(x))  and the contingent cone Tlp(V)(x,V(x)).  When 
w > V(x),  we deduce also that the pair (v, -4(w)),  which belongs to 
Dom(DTV(x)) x R, is contained in the intersection of F ( x )  x -4(w) and 
the contingent cone Tfp(V) (x, w) because if w > V (x),  

Then the epigraph of V enjoys the viability property: there exists a 
solution (x(.),w(.)) to the system of differential inclusions (6) which is 
viable in &p(V),  i.e., which satisfies property (3). 

- In the same way, one can check that the closed subset &pV is an in- 
variant domain Definition 3.3) of the set-valued map (x, w) - F ( x )  x -4(w) 
if and only if V is a universal Lyapunov function. By the Invariance Theo- 
rem (see [2, Theorem 4.6.21, which can be applied because F is lipschitzean, 
we deduce that V is a universal Lyapunov function if and only if &pV is 
invariant by (x, w) --t F ( x )  x -4(w), i.e., if and only if property (3) holds 
true for all solutions to the system (6). 

For 4 = 0, we obtain the following consequence: 

Corollary 1.3 Let V be an nonnegative contingently epidigerentiabl e ex- 
tended function and F : X - X be a nontrivial set-valued map. 

- Let us assume that F is upper semicontinuous with compact 
convez images and linear growth. Then V is a Lyapunov function of F in 
the sense that 

inf DTV(x)(v)  5 0 
u€F(z )  

if and only if for any initial state xo E Dom(V), V decreases along a solution 
x(- )  to diferential inclusion (1).  

- If F is lipschitzean on the interior of its domain with compact 



values, then V is a universal Lyapunov function i n  the sense that 

i f  and only i f  for any initial state so E D o m ( V ) ,  V decreases along all 
solutions s ( - )  t o  diflerential inclusion (I). 

We can reformulate the viability and invariance theorems in the follow- 
ing way: 

Corollary 1.4 Let F : X - X be a nontrivial set-valued map. 
- Let us assume that F is upper semicontinuous with compact 

convex images and linear growth. 
A closed subset K enjoys the viability property if and only if its indicator 

QK is a solution t o  the contingent equation 

inf D T Q K ( s ) ( v )  = 0 
v E F ( z )  

- If F is lipschitzean on  the interior of its domain with compact 
values, then K is invariant by F if and only if its indicator QK is a solution 
t o  the contingent equation 

We introduce now attractors: 

Definition 1.5 W e  shall say that a closed subset K is an  "attractor" of 
order a > 0 if and only if for any so E D o m ( F ) ,  there exists a solution s(.) 
t o  the diflerential inclusion (I) such that 

It is said t o  be a n  "universal attractor" of order a > 0 i f  and only if for 
any so E D o m ( F ) ,  all solutions s(.) to  the diflerential inclusion (I) satisfy 
the above property. 

We can recognize attractors sets K by checking whether the distance 
function to K is a Lyapunov function: 



Corollary 1.6 Assume that F  is a nontrivial upper semicontinuous set- 
valued map with nonempty compact convex images and with linear growth. 

Then a closed subset K c Dom(F)  is an  attractor if and only if the 
function d K ( - )  is a solution to  the contingent inequalities: 

V x  E D o m ( F ) ,  inf DTdK ( x )  ( v )  + adK ( x )  5 0 
v € F ( z )  

If F  is lipschitzean with compact images, then K is a universal attractor i f  
and only if 

V x  E D o m ( F ) ,  sup D t d ~ ( x )  ( v )  +  ad^ ( x )  5 0 
u € F ( z )  

For a = 0, a sufficient condition for K to be an attractor of order 0 is 
then to  satisfy 

because we know that  

This a particular case of the situation where the function V  is defined 
through a nonnegative function U  : X x Y + R+ u { t o o )  in the following 
way: 

V ( x )  := inf U ( x , y )  
v€Y 

When we assume that  the infimum is achieved a t  a point y,, formula 

holds true (we take U ( x ,  y )  := J J x  - yll+ \EK ( 3 )  , whose contingent epideriva- 
tive is equal to  Ilu - vll + \kTK(v,(~)). 

We deduce it from the fact that the epigraph of V  is contained in the 
closure of the projection of the epigraph of U  onto X x R and that  the 
closures of the  image of the contingent cone by a linear operator is contained 
in the contingent cones of the image: 



which can be easily translated into this inequality. 
Hence, under the assumptions of Theorem 1.2, we infer that assumption 

V 9 inf D T ~ ( x ,  Y Z )  + 4(U(x,  y,)) 5 0 
u E F ( z ) , v E Y  

implies there exists a solution (that all solutions) x( - )  satisfy 

V t  2 0, inf U(x(t) ,y)  5 w ( t )  
vEY 

We can derive from this inequality and the calculus of contingent epideriva- 
tives many consequences. 

E x a m p l e  W - M o n o t o n e  Se t -Valued  M a p s  
Let W : X -+ R+ u {+m) be a nonnegative extended function. We say 

that a set-valued map F is W-monotone (with respect to 6) if 

We obtain for instance the following consequence: 

C o r o l l a r y  1.7 Let W be an nonnegative contingently epidiflerentiable ez- 
tended lower semicontinuous junction and F : X - X be a nontrivial 
upper semicontinuous set-valued map with compact convez images and lin- 
ear growth which is W-monotone with respect to  some 6. Let it be some 
equilibrium oj  F .  Then, jor any initial state s o ,  there exist solutions x(.) 
and w(-) satisfying 

In particular, for W (2) := lz12, we find the usual concepts of mono- 
tonicity (with respect to 4): 

R e m a r k  - Given an extended nonnegative function V, we can asso- 
ciate with it affine functions w -+ aw - b for which V is a solution to  the 
contingent Hamilton-Jacobi inequalities (4). 

For that  purpose, we consider the convex function b defined by 

b(a) := sup ( inf D T V ( x ) ( v ) + a V ( x ) )  
~ e D o m ( ~ )  vEF(z) 



Then it is clear that V is a solution to the contingent Hamilton-Jacobi 
inequalities 

V x E Dom(F) ,  inf DtV(x)  (v) + aV(x) - b(a)  5 0 
v E F ( z )  

Therefore, we deduce that there exists a solution to the differential inclusion 

A reasonable choice of a is the largest of the minimizers of a €10, w[+ 
max(0, b ( a ) / a ) ,  for which V(x(t))  decreases as fast as possible t o  the small- 
est level set V-'(] - oo, :]) of V. 

R e m a r k  - By using the necessary condition of the Viability The- 
orem, we obtain the following result. First, we denote by DLV(x)(v)  the 
contingent hypoderivative of V, whose hypograph is the contingent cone to 
the hypograph of V a t  (x, V(x)) ,  and defined by 

V (x + hu) - V (5) 
DIV(x)(v)  := limsup 

h-.O+,u-.v h 

T h e o r e m  1.8 Let us consider a nontrivial upper semicontinuous set-valued 
m a p  F : X -.+ X with compact convez images and linear growth and a con- 
t inuous funct ion $(-) : R+ - R. 

Let V be a n  nonnegative contingently epidiferentiable eztended function. 
I f ,  for some xo E Dom(F),  we have 

sup DlV(xo) (v) + $(V(XO)) < 0 
v € F ( z o )  

then,  for any solution x(- )  to  the diferential inclusion starting at xo and 
any  solution w(.) to  the diferential  equation starting at V(xo),  there ezists 
T > 0 such that 

v t €10, TI, V(x( t ) )  < 4) 

P r o o f  - Assume the contrary: there exists a solution x(.) to (1) 

starting a t  xo and a solution w(.) to (3) starting a t  V(xo) satisfying 



It is easy to deduce that  there exists v E F ( z o )  such that  

by the very definition of the contingent hypoderivative. Hence 

which contradicts our assumption. 

2 Smallest Lyapunov Functions 

The functions 4 and U : X + R+ u { + m )  being given, we shall construct 
the smallest lower semicontinuous Lyapunov function of a set-valued map F 
associated to  4 larger than or equal to U ,  i.e., the smallest nonnegative lower 
semicontinuous solution U+ to  the contingent Hamilton-Jacobi inequalities 
(4) larger than or equal to  U.  

Theorem 2.1  Let us consider a nontrivial set-valued map F : X --t X ,  a 
continuous function 4 : R+ + R with linear growth and a proper nonnega- 
tive extended function U .  

- Let us assume that F is upper semicontinuous with compact 
convex images and linear growth. Then there exists a smallest nonnegative 
lower semicontinuous solution U+ : Dom(F) H Ru{+cQ)  to the contingent 
Hamilton-Jacobi inequalities (4 )  larger than or equal to U (which can be the 
constant + m ) ,  which then enjoys the property: 

'd z E Dom(U+), there exists solutions to (1 )  and (2 )  satisfying 

'd t L 0 ,  U ( z ( t ) )  I U+(z ( t ) )  I w ( t )  

- If F is lipschitzean on the interior of its domain with compact 
values and 4 is lipschitzean, then there exists a smallest nonnegative lower 

,., 
semicontinuous solution U+ : Dom(F) H R u { + ~ )  to the upper contingent 
Hamilton-Jacobi inequalities (4) larger than or equal to U (which can be the 
constant + m ) ,  which then enjoys the property: 

'd z E Dom(U+), all solutions to  (1 )  and (2 )  satisfy 

'd t 2 0 ,  U ( z ( t ) )  I U+(z ( t ) )  I w ( t )  



In particular, for d(w) := aw, we deduce that  

V x E Dom(Ua), U(x( t ) )  5 ~ , ( x ~ ) e - ~ '  and thus, converges to  0 

Proof 
- By Theorem 3.4 of the appendix, we know that  there exists 

a largest closed viability domain K c Ep(U) (the viability kernel of the 
epigraph of U) of the set-valued map (x, w) 2.t F ( x )  x -d(w).  If it is 
empty, it is the epigraph of the constant function equal to  +oo. 

If not, we have to  prove that  it is the epigraph of the nonnegative lower 
semicontinuous function U4 defined by 

we are looking for. Indeed, the epigraph of any solution U to  the contin- 
gent inequalities (4) being a closed viability domain of the set-valued map 
( x , ~ )  2.t F ( x )  x -d(w), is contained in the epigraph of U4, so that  U4 is 
the smallest of the lower semicontinuous solutions to  (4). 

- For that  purpose, assume for a while that  the following claim is 
true: 

if M c Dom(F) x R+ is a closed viability domain of the set- 
valued map (x, w) 2.t F ( x )  x -d(w),  then so is the subset 

If this is the case, K is contained in the closed viability domain K + (0) x 
R+,  so that ,  being the largest one, is equal to  it. Let us prove this claim. 

First, M + (0) x R+ is closed. Indeed, let a sequence (x,, A,) of this 
subset converges to  some (x,X).Then there exists a sequence of elements 
(xn,pn) E M with 0 5 p, 5 A,. A subsequence (again denoted) p, does 
converge to  some p E [0, A ]  because the sequence remains in a compact 
interval of R+.  Therefore (x, p )  belongs to  M (which is closed) and (x, A )  
belongs to  M + (0) x R+.  

Second, M + (0) x R+ is a viability domain. Let (x,w) belong to  
M + (0) x R+. Hence w > UM(x) defined by 

UM(x) := inf X 
(z,X)EM 



We set d := -rj(UM(z)). By assumption, there exists v E F(z) such that  
(v, d) belongs to  the contingent cone to M at the point (z, UM(z)) E M. 
We shall check that  the pair (v, -d(w)) does belong to  the contingent cone 
to  M + (0) x R+ at  (z, w ) .  Indeed, there exist sequences h, > 0 converging 
to  0, v, converging to  v and d, converging to d such that  

This proves the claim when w = UM(z). If not, E := w - UM(z) is strictly 
positive, so that ,  for h, sufficiently small, 

because d, converges to  d and E + h,(r$(w) - d,) is nonnegative for small 
enough h,. 

- When F and C$ are lipschitzean, Theorem 3.7  of the appendix 
implies that  there exists a largest closed invariance domain R contained in 
the epigraph of U (the invariant kernel). We prove that it is the epigraph 
of smallest lower semicontinuous solution 

- 
U6 = inf X 

( Z , X ) E ~  

to  the upper contingent Hamilton-Jacobi inequalities (2) we are looking for. 
For that  purpose, we check in an analogous way that  the claim 

if M c Dom(F) x R+ is a closed invariance domain of the set- 
valued map (z,  w) - F(z) x -d(w), then so is the subset 

is true. We conclude in the same way. 

Corollary 2.2 We posit the assumptions of Theorem 2.1. 
a/ Let us assume that F is upper semicontinuous with compact convex 

images and linear growth. 



- The indicator \kViab(K of the viability kernel V i a b ( K )  of a closed 
subset K (i.e., the largest closed viability domain of F contained i n  K )  is 
the smallest nonnegative lower semicontinuous solution t o  

(10)  V x E D o m ( V ) ,  in f  DTV ( x )  ( v )  5 0 
u € F ( z )  

larger than or equal t o  \ kK.  
- For all a > 0 ,  there ezists a smallest lower semicontinuous func- 

t ion dMa : X -+ R U {+m) larger than or equal t o  dM such that 

V so E D o m ( d M a ) ,  there exists a solution x ( . )  t o  ( 1 )  such tha t  
d~ ( ~ ( t ) )  2 d~~ (xo)e-" 

b/ Assume that F is lipschitzean on  the interior of its domain with 
compact values. 

- The indicator YInv(K)  of the invariant kernel I n v ( K )  of a closed 
subset K (i.e., the largest closed invariance domain of F contained i n  K )  
is the smallest nonnegative lower semicontinuous solution t o  

( l 1 )  V x E D o m ( V ) ,  S U P  DTV  ( x )  ( v )  <_ 0 
u € F ( z )  

larger than or equal t o  \ kK .  
- - For all a > 0 ,  there ezists a smallest lower semicontinuous func- 

t ion dM,, : X -+ R U {+m) larger than or equal t o  dM such that 

v xo E Dom(dMa) ,  any solution x(.) t o  ( I )  satisfies 

d M ( X ( t ) )  5 d Z  ( ~ o ) e - ' ~  

W e  can regard t he  subsets Dom(dn*.) and ~orn (d ;~ )  as t he  basins o f  
exponential attraction and o f  universal exponential attraction o f  M .  

Proof 
- Let us check that  the  smallest lower semicontinuous solution Uo 

larger t han  or equal t o  U = 0 is equal t o  the  indicator o f  V i a b ( K ) .  Since it 
is clear tha t  it is a solution t o  t he  above contingent inequalities ( l o ) ,  t hen  



Let xo belong to the domain of Uo. Then there exists a solution x ( . )  to 
the system of differential inclusions (6 )  starting a t  ( x o ,  U o ( z o ) )  satisfying 
U o ( x ( t ) )  < Uo(xo) since w ( t )  - Uo(zo) .  Therefore xo belongs to  the largest 
closed viability domain Viab(K). Hence Uo(xo) < YViab(Kl ( x o )  = 0. 

- Let us check now that the smallest lower semicontinuous solution 
fi0 larger than or equal to U G 0 is equal to the indicator of Inv(K). Since 
it is clear that  it is a solution to contingent inequalities ( l l ) ,  then 

Let zo belong to the domain of fro. Then all solutions x( . )  to the system of 
differential inclusions ( 6 )  starting a t  ( z o ,  f io(xo))  satisfy U o ( x ( t ) )  < f i0(xO), 
so that xo belongs to the largest closed invariance domain Inv(K). Hence 
N 

U O ( X O )  5 QInv(Kl ( X O )  = 0.  

Remark - If 0 5 4 5 $, then 

Therefore, if the extended function U* is proper, (i.e., different from the 
constant function +oo), we obtain the inclusions 

Proposition 2.3 We posit the assumptions of Theorem 2.1. Assume fur- 
thermore that 4 vanishes at 0 .  Then if U vanishes on an equilibrium it of 
F ,  so does the function U+ associated with 4. 

Let L be the set-valued map associating to any solution x ( . )  to the dif-  
ferential inclusion (1)  its limit set and S be the solution map. If 4 is 
asymptotically stable, then for any xo E Dom(U+), there ezists a solution 
x( . )  E S ( x o )  such that L ( x ( . ) )  c U- ' (0 )  n F- ' (0) .  

Proof 
- If z is an equilibrium of F such that U ( 3 )  = 0 ,  then ( i t ,0)  is 

an equilibrium of ( x ,  w )  -+ F ( x )  x - 4 ( w )  restricted to the epigraph of U 



(because 4(O) = O ) ,  so that the singleton ( % , O ) ,  which is a viability domain, 
is contained in the epigraph of U6. Hence 0  5 U ( Z )  5 U ~ ( Z )  5 0 .  

- If 4 is asymptotically stable, then the solutions w ( . )  to  the dif- 
ferential equation 

(14)  w' ( t )  = - 4 ( w ( t ) )  

do converge to 0  when t -+ Soo. Let zo belong to  the domain of U4 and 
z ( . )  be a solution satisfying 

Hence any cluster point t of L ( z ( . ) ) ,  which is the limit of a subsequence 
z ( t , ) ,  belongs to U;' ( 0 ) ,  because the limit ( t ,  0 )  of the sequence of elements 
( x ( t , ) , w ( t , ) )  of the epigraph of U4 belongs to it, for it is closed. Hence 

0  5 ( 5 4 )  5 0  
R e m a r k  - Since the epigraph of U4 is the viability kernel of the 

epigraph of U ,  we deduce that for any initial situation (zo ,  wo)  such that 
wo < U 4 ( z o ) ,  for any solution ( z ( . ) , w ( . ) )  to the system (6) starting at 

( 5 0 ,  W O )  , then 
3 T  > 0  1 w ( T )  < U ( z ( T ) )  

This happens whenever the initial state zo does not belong to the domain 
of U 4 .  

If U4 = t o o ,  then the above property holds true for any solution to the 
differential inclusion (2.1). 

3 Appendix: the Anatomy of a Closed Sub- 
set 

Let us consider the differential inclusion ( 1 )  

Def in i t ion  3.1 ( V i a b i l i t y  and  invariance proper t ies  ) Let K be a sub- 
set of R .  We shall say that K enjoys the local viability property (for the 
set-valued map F )  if  for any initial state zo of K ,  there exist T  > 0  and a 
viable solution on [ 0 ,  T ]  to  the diferential inclusion (1) starting at zo. It 
enjoys the global uiability property (or, simply, the viability property) if we 
can always take T  = oo 



The subset K is said to be invariant by F if for any initial state so of 
K, all solutions to the differential inclusion (1) are viable . 

R e m a r k  - We should emphasize again that the concept of invariance 
depends upon the behavior of F on the domain R outside K. 

There are two ways to extend the concept of viability domain K to  set- 
valued maps. The first one is to require that for any state x, there exists 
at leas t  a velocity v E F ( x )  which is cont ingent  to K at  x. The second 
demands that  a l l  velocities v E F ( x )  are cont ingent  to  K at  x. 

We would naturally like to characterize the viability property by the 
first condition and the invariance property by the second. This is more or 
less the situation that  we shall meet. 

Defini t ion 3.2 (Viabil i ty a n d  Invar i ance  D o m a i n s )  Let F : X --t X 
be a nontrivial set-valued map. We shall say that a subset K c Dom(F) is 
a viability domain of F if and only if 

and that it is an invariance domain if and only if 

The main Viability and Invariance Theorems (equivalent to the state- 
ments of Theorems 1.4) state that under the assumptions described in this 
theorem, a closed domain enjoys the viability (invariance) property if and 
only if it is a viability (invariance) domain. 

Let K be a closed subset of the domain of F. We shall prove the 
existence of the largest closed viability and invariance domains contained 
in K. 

Defini t ion 3.3 (Viabil i ty a n d  Invar i ance  Kernels)  Let K be a subset 
of the domain of a set-valued map F : X --t X ,  We shall say that the 
largest closed viability domain contained i n  K (which may be empty) is the 
viabil i ty kernel  o f  K and denote it by ViabF(K) or, simply, Viab(K).  
The largest closed invariance domain contained i n  K, which we denote by 
InvF (K) or Inv(K),  is called the invar iance  kernel  of K .  



We begin by proving that such a viability kernel does exist and charac- 
terize it. 

Theorem 3.4 Let us consider a nontrivial upper semicontinuous set-valued 
map F : X -+ X with compact convex images and linear growth. Then the 
viability kernel does exist and is the subset of initial points such that at least 
a solution starting from them is viable in K .  

Proof - Let us denote by K c C(0, T; X) the closed subset of func- 
tions viable in K and set 

- It is closed: indeed, let us consider a sequence x, E Viab(K) con- 
verges to s ,  and thus, remains in a compact subset of the finite dimensional 
vector-space X. Let us choose a sequence of solutions x,(.) E S (x,) n K .  

Since the graph of the restriction of S to any compact subset of the 
finite dimensional vector-space X is compact by the Convergence Theorem 
(see [3, Theorem 2.2.1.]), we infer that (x,,x,(.)) remains in the compact 
set Graph(S). A subsequence converges to some (x ,x ( . ) )  of the graph of 
S ,  so that x ( - )  belongs to both S (x) and K,  which is closed. Therefore, the 
limit x belongs to Viab(K). 

- The subset Viab(K) is also a viability domain. Indeed, for any 
element s o  E Viab(K),  there exists a viable solution x ( - )  to  the differential 
inclusion starting from s o .  For all t > 0, the function y(.) defined by y (7)  := 

x(t + T) is also a viable solution to the differential inclusion, starting at 
x(t) .  Hence x(t)  E Viab(K),  so that Viab(K) enjoys the viability property, 
and thus, is a viability domain thanks to Viability Theorem (see [8], [2, 
Proposition 4.2.11). 

- Let us assume that L c K is a closed viability domain of F. 
Viability Theorem (see [2, Theorem 4.2.11) implies that for all s o  E L,  
there exists a solution x(.) to the differential inclusion (1) starting from s o  
which is viable in L,  and thus, in K. 

In particular, the above proof implies the existence of a viability kernel 
of the domain of F. 

Corollary 3.5 Let us consider a nontrivial upper semicontinuous set-valued 
map F : X -+ X with compact convex images and linear growth. Then the 
domain of the solution map S is the viability kernel of the domain of F .  



The viability kernels may inherit properties of both F and K. For 
instance, if the graph of F and the subset K are convex, so is the viability 
kernel of K. If F is a closed convex process (i.e., its graph is a closed convex 
cone) and if K is a closed convex cone, the viability kernel is a closed convex 
cone. 

It may be useful to  state the following consequence: 

Corollary 3.6 Let us consider a nontrivial upper semicontinuous set-valued 
map F : X C C ~  X with compact convez images and linear growth. Then if 
the initial state zo does not belong t o  the viability kernel of a closed subset 
K, all solutions z(-) E S(zo) must eventually leave K in the sense that for 
some T > 0, z(T) 4 K. 

We prove now the existence of an invariance kernel: 

Theorem 3.7 Let us assume that F is lipschitzean on the interior of its 
domain and has compact values. For any closed subset K c Dom(F),  there 
ezists an invariance kernel of K. It is the subset of initial points such that 
all solutions starting from them are viable in K. 

Proof - Let us denote by K c C(0,T; X) the subset of continuous 
functions z(-) which are viable in K and by Inv(K) the subset of initial 
state z E K such that  S (z )  c K .  

Filippov's Theorem (see [2, Corollary 2.4.1, p.1211) states that  for all 
T > 0, the solution map S is lipschitzean from the interior of the domain of 
F to  C(0, T ;  X) or even, to  W1-'(0, T; X). In particular, it is lower semicon- 
tinuous, and thus, lower semicontinuous from the interior of the domain of 
F to  C(0, T ;  X) supplied with the topology of pointwise convergence. Since 
K is closed, we deduce that  Inv(K) is also a closed subset of K, possibly 
empty. 

It contains obviously any closed invariance domain of F contained in 
K. 

It remains to  check that  it is also invariant by F. For that  purpose, 
let us take z E Inv(F) and show that  any solution z(.) E S (z) is viable on 
Inv(K), by checking that  for any T > 0, z(T) E Inv(K). Let y(.) belongs 
t o  S (z (T) ) .  Hence the function z(-)  defined by 

if t E [0, TI 
( )  := T )  if T , m [  



is a solution to the differential inclusion (1) starting a t  z a t  time 0, and 
thus, is viable in K by the very definition of Inv(K). Hence for all t > 0, 
y ( t )  = z( t  + T) belongs to  K, so that we have proved that  S ( z ( T ) )  c K ,  
i.e., z(T) E Inv(K). 

Remark - We used only the lower semicontinuity of the solution 
map S to  prove that  Inv(K) is closed. Hence, any criterion implying it 
will implies that  the largest invariance set contained in a closed subset K 
is closed. There is no known such criterion besides the lipschitzianity of 
S ,  since, even in the case of ordinary differential equation with continuous 
right-hand side (and no uniqueness), the solution map may not be lower 
semicontinuous. 

It is clear that  

and more generally, that  the invariance kernel of any intersection of closed 
subsets K, (i E I) is the intersection of the invariance kernels of the K,. 

It may be useful to  state the following consequence: 

Corollary 3.8 Let us assume that F is lipschitzean on the interior of its 
domain and has compact values. Then if the initial state zo does not belong 
to  the inuariance kernel of a closed subset K ,  there ezists a solution x(.) E 
S (zo)  such that for some T > 0, x(T)  @ K. 

Let us consider now any closed subset of a viability domain. The intro- 
duction of the Dubovitsky-Miliutin cone defined by 

Definition 3.9 The 'Dubouitsky-Miliutin tangent cone" DK(x)  to K is 
defined by: 

v E DK (z) if and only if 
3 E > 0, 3 a > 0 such that  z+]O, a] (v + EB) C K 

is justified by the following 

Lemma 3.10 The complement of the contingent cone TK (z) to K at x E 
c3K is the 'Dubouitsky-Miliutin cone" Dl?(x) to the closure K^ of the com- 
plement of K .  



These definitions and the proof of the Viability Theorem imply the following 
useful result: 

Proposition 3.11 Let us consider a nontrivial upper semicontinuous set- 
valued map F  : X - X with compact convex images. Assume that the 
interior of K is not empty. Let zo belong to the boundary i3K of the closed 
subset K. Then each condition implies the next one: 

' i )  F(z0)  c DK ( ~ 0 )  

ii) for any solution starting from zo, 3 T  > 0  I V t €10, TI,  z ( t )  E Int(K) 
iii) for any solution starting from zo, there exists T  > 0  such that 

z ( T )  E In t (K)  

i v )  3 a sequence z ,  E i3K converging to zo 
such that F ( z n )  C D K ( z n )  

All these statements are equivalent if we assume that the set-valued map R  
defined by 

z  E i3K - R ( z )  := F ( z )  n Ti7.(z) 

is lower semicontinuous on  i3K at xo (see /3, Theorem 1.2.3.1 for a criterion 
of lower semicontinuity for such maps). 

Proof - The statement of this proposition can be reformulated in 
this way: each condition implies the next one 

i) 3 r > 0  such that for all x  E i3K n ( z o  + r B ) ,  we have 

F ( x )  n T j i ( x )  # 0 
ii) 3 T  > 0  and a viable solution starting at  xo on [0, TI 
iii) 3 a solution starting at  xo such that VT > 0 ,  3t €10, TI 1 x ( t )  E K^ 
) F(xo)nTi7.(zo) # 0 

The first implication follows from the proof of the sufficient condition of 
the Viability Theorem applied to the closure K^ of the complement of K ,  
the second implication is obvious and the third one ensues from the proof 
of the necessary condition of the Viability Theorem still applied to K̂ . 

Condition ( 3 ) i )  follows from (3)iv) whenever 

z  E i3K - R ( x )  := F ( z )  n Ti7.(z) is lower semicontinuous at  xo E i3K 



Indeed, by the very definition of lower semicontinuity of R ,  if vo E R ( x o ) ,  
there exists a neighborhood d K  n ( x o  + r B )  such that (vo + B )  n R ( x )  # 0 
on this neighborhood. Hence the pointwise viability property implies the 
local one, and thus, the existence of at  least a local viable solution starting 
from 0. 

As a consequence, we obtain the 

Theorem 3.12 (Strict Invariance Theorem) Let us consider a non- 
trivial upper semicontinuous set-valued map F : X --t X with compact 
convex images and assume that the interior of K is not empty. If 

then, for any initial state xo i n  the boundary d K  of K, any solutions to  the 
diflerential inclusion (1) starting from xo remains i n  the interior of K on  
some interval 10, TI. 

We then can divide the boundary of d K  into five areas: 

Proposition 3.13 Let us consider a nontrivial upper semicontinuous set- 
valued map F : X --t X with compact convex images and a closed subset K 
of its domain with a nonempty interior. 

- Whenever x E Kc, all solutions starting at x must enter the 
interior of K on  some open time interval ]O,T[, and whenever x E K,, all 
solutions starting at z must leave the subset K on  some 10, T[ .  

- If d K  n (z + r B )  c K, for some r > 0, then at least one solution 
starting at z is viable i n  K on  some [0, TI and the analogous statement 
holds true for K,. 

- If aK n (z + r B )  c Kb for some r > 0, then at least one solution 
starting at z remains i n  the boundary d K  o n  some [0, TI. 



In summary, the boundary of K can be partitioned into the four K,, 
K,, K, n and Kb. From K,, all solutions must enter K, from K,, all 
solutions must leave K, from Kb, a solution can remain in the boundary if 
F  ( a )  n TaK (-) is lower semicontinuous, from (E  n K )  \Kb, a solution can 
remain in K or in 2 according that either F ( - )  n T K ( . )  or F ( . )  n T k ( - )  is 
lower semicontinuous on the boundary of K. 
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