Lecture Notes
in Economics and

Mathematical Systems

Managing Editors: M. Beckmann and W. Krelle

340

T.Vasko R.Ayres L. Fontvielle (Eds.)

Life Cycles and Long Waves

PR,
fé SpringerVerlag



Vol. 236: G. Gandolfo, RC. Padoan, A Disequilibrium Model of
Real and Financial Accumulation in an Open Economy. VI,172 pages.
1984.

Vol. 237: Misspecification Analysis. Proceedings, 1983. Edited by
T.K. Dijkstra. V, 129 pages. 1984.

Vol. 238: W. Domschke, A. Drexl, Location and Layout Planning.
IV, 134 pages. 1985.

Vol. 239: Microeconomic Models of Housing Markets. Edited by
K. Stahl. VIl, 197 pages. 1985.

Vol. 240: Contributions to Operations Research. Proceedings, 1984.
Edited by K. Neumann and D. Pallaschke. V, 190 pages. 1985.

Vol. 241: U. Wittmann, Das Konzept rationaler Preiserwartungen.
X, 310 Seiten. 1985.

Vol. 242: Decision Making with Multiple Objectives. Proceedings,
1984. Edited by Y.Y. Haimes and V. Chankong. XI, 571 pages. 1985.

Vol. 243: Integer Programming and Related Areas. A Classified
Bibliography 1981-1984. Edited by R. von Randow. XX, 386 pages.
1885.

Vol. 244: Advances in Equilibrium Theory. Proceedings, 1984. Edited
by C.D. Aliprantis, O. Burkinshaw and N.J. Rothman. I, 235 pages.
1986.

Vol. 245: J.E.M. Wilhelm, Arbitrage Theory. VI, 114 pages. 1985.

Vol. 246: P.W. Otter, Dynamic Feature Space Modelling, Filtering
and Self-Tuning Control of Stochastic Systems. XIV, 177 pages. 1985.

Vol. 247: Optimization and Discrete Choice in Urban Systems.
Proceedings, 1983. Edited by B.G. Hutchinson, P. Nijkamp and
M. Batty. VI, 371 pages. 1985.

Vol. 248: Plural Rationality and Interactive Decision Processes. Pro-
ceedings, 1984. Edited by M. Grauer, M. Thompson and A.P.
Wierzbicki. VI, 364 pages. 1985.

Vol. 249: Spatial Price Equilibnium: Advances in Theory, Computation
and Application. Proceedings, 1984. Edited by P. T. Harker. VII, 277
pages. 1985.

Vol. 250: M. Roubens, Ph. Vincke, Preference Modelling. VII,
94 pages. 1985.

Vol. 261: Input-Output Modeling. Proceedings, 1964. Edited by
A. Smyshlyaev. VI, 261 pages. 1985.

Vol. 252: A. Birolini, On the Use of Stochastic Processes in Modeling
Reliability Problems. VI, 105 pages. 1985.

Vol. 263: C. Withagen, Economic Theory and International Trade in
Natural Exhaustible Resources. VI, 172 pages. 1985.

Vol. 264: S. Miller, Arbitrage Pricing of Contingent Claims. VI, 151
pages. 1985.

Vol. 255: Nondifferentiable Optimization: Motivations and Applica-
tions. Proceedings, 1984. Edited by V.F. Demyanov and D. Pallasch-
ke. VI, 350 pages. 1985.

Vol. 256: Convexity and Duality in Optimization. Proceedings, 1984.
Edited by J. Ponstein. V, 142 pages. 1985,

Vol. 2567: Dynamics of Macrosystems. Proceedings, 1984. Edited by
J.-P. Aubin, D. Saari and K. Sigmund. VI, 280 pages. 1985.

Vol. 258: H. Funke, Eine allgemeine Theorie der Polypol- und
Oligopolpreisbildung. 1, 237 pages. 1985.

Vol. 259: Infinite Programming. Proceedings, 1984. Edited by
E.J. Anderson and A.B. Philpott. XIV, 244 pages. 1985.

Vol. 260: H.-J. Kruse, Degeneracy Graphs and the Neighbourhood
Problem. VIil, 128 pages. 1986.

Vol. 261: Th.R.Gulledge, Jr., N.K. Womer, The Economics of Made-
to-Order Production. VI, 134 pages. 1986.

Vol. 262: H.U. Buhl, A Neo-Classical Theory of Distribution and
Wealth. V, 146 pages. 1986.

Vol. 263: M. Schifer, Resource Extraction and Market Structure. X,
154 pages. 1986.

Vol. 264: Models of Economic Dynamics. Proceedings, 1983. Edited
by H.F. Sonnenschein. VIl, 212 pages. 1986.

Vol. 265: Dynamic Gaames and Applications in Economics. Edited by
T. Bagar. IX, 288 pages. 1986.

Vol. 266: Multi-Stage Production Planning and Inventory Control.
Edited by S. Axsiter, Ch. Schneeweiss and E. Silver. V, 264 pages.
1886.

Vol. 267: R. Bemelmans, The Capacity Aspect of Inventories. IX, 165
pages. 1886.

Vol. 268: V. Firchau, Information Evaluation in Capital Markets. VIl, 103
pages. 1986.

Vol. 269: A. Borglin, H. Keiding, Optimality in Infinite Horizon Econo-
mies. VI, 180 pages. 1986.

Vol. 270: Technological Change, Employment and Spatial Dynamics.
Proceedings 1985. Edited by P. Nijkamp. VIl, 466 pages. 1986.

Vol. 271: C. Hildreth, The Cowles Commission in Chicago, 1939—
1955. V, 176 pages. 1986.

Vol. 272: G. Clemenz, Credit Markets with Asymmetric Information.
VIII, 212 pages. 1986,
Vol. 273: Large-Scale Modelling and Interactive Decision Analysis.

Proceedings, 1985. Edited by G. Fandel, M. Grauer, A. Kurzhanski
and A.P. Wierzbicki. VII, 363 pages. 1986.

Vol. 274; W.K. Klein Haneveld, Duality in Stochastic Linear and
Dynamic Programming. Vil, 295 pages. 1986.

Vol. 275: Competition, Instability, and Nonlinear Cycles. Proceedings,
1985. Edited by W. Semmler. XII, 340 pages. 1986,

Vol. 276: M.R. Baye, D.A. Black, Consumer Behavior, Cost of Living
Measures, and the Income Tax. Vil, 119 pages. 1986.

Vol. 277: Studies in Austnan Capital Theory, Investment and Time.
Edited by M. Faber. VI, 317 pages. 1986.

Vol. 278: W.E. Diewert, The Measurement of the Economic Benefits of
Infrastructure Services. V, 202 pages. 1986.

Vol. 279: H.-J. Bittler, G. Frei and B. Schips, Estimation of Disequi-
librium Models. VI, 114 pages. 1986.

Vol. 280: H.T. Lau, Combinatorial Heunstic Algorithms with
FORTRAN. VII, 126 pages. 1986.

Vol. 281; Ch.-L. Hwang, M.-J. Lin, Group Decision Making under
Muttiple Criteria. Xl, 400 pages. 1987.

Vol. 282: K. Schittkowski, More Test Examples for Nonlinear Pro-
gramming Codes. V, 261 pages. 1987.

Vol. 283. G. Gebisch, H.-W. Lorenz, Business Cycle Theory. VII,
229 pages. 1987.

Vol. 284: H. Litkepohl, Forecasting Aggregated Vector ARMA
Processes. X, 323 pages. 1887.

Vol. 285: Toward Interactive and Intelligent Decision Support
Systems. Volume 1. Proceedings, 1986. Edited by Y. Sawaragi,
K. Inoue and H. Nakayama. XIl, 445 pages. 1987.

Vol. 286: Toward Interactive and Intelligent Decision Support
Systems. Volume 2. Proceedings, 1986. Edited by Y. Sawaragi,
K. Inoue and H. Nakayama. Xil, 460 pages. 1987.

Vol. 287: Dynamical Systems. Proceedings, 1985. Edited by A.B.
Kurzhanski and K. Sigmund. VI, 215 pages. 1987.

Vol. 288: G.D. Rudebusch, The Estimation of Macroeconomic Dis-
equilibium Models with Regime Classification Inforniation. VII, 128
pages. 1987.

Vol. 289: B.R. Meijboom, Planning in Decentralized Firms. X, 168
pages. 1987.

Vol. 280: D.A, Carlson, A. Haure, Infinite Horizon Optimal Control.
Xl, 254 pages. 1987.

Vol. 291: N. Takahashi, Design of Adaptive Organizations. VI, 140
pages. 1987.




L ecture Notes
In Economics and
Mathematical Systems

Managing Editors: M. Beckmann and W. Krelle

340

T.Vasko R.Ayres L. Fontvieille (Eds.)

Life Cycles and Long Waves

SpringerVerlag

Berlin Heidelberg New York London Paris Tokyo Hong Kong



Editorial Board

H. Albach M. Beckmann (Managing Editor)
P.Dhrymes G. Fandel G. Feichtinger J. Green W. Hildenbrand W. Krelle (Managing
Editor) H. P Kiinzi K. Ritter R. Sato U. Schittko P. Schénfeld R. Selten

Managing Editors

Prof. Dr. M. Beckmann
Brown University
Providence, Rl 02912, USA

Prof. Dr. W. Krelle

Institut fiir Gesellschafts- und Wirtschaftswissenschaften
der Universitit Bonn

Adenauerallee 24-42, D-5300 Bonn, FRG

Editors

Prof. Dr. Tibor Vasko

Prof. Dr. Robert Ayres

International Institute for Applied Systems Analysis (IIASA)
SchloBplatz 1, A-2361 Laxenburg, Austria

Prof. Dr. Louis Fontvieilie

Director of Research

Centre National de Recherche Scientifique, University of Montpellier
39, rue de I'Université, F-34060 Montpellier, France

ISBN 3-540-52473-8 Springer-Verlag Berlin Heidelberg New York
ISBN 0-387-52473-8 Springer-Verlag New York Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material
is concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation,
broadcasting, reproduction on microfilms or in other ways, and storage in data banks. Duplication
of this publication or parts thereof is only permitted under the provisions of the German Copyright
Law of September 9, 1965, in its version of June 24, 1985, and a copyright fee must always be
paid. Violations fall under the prosecution act of the German Copyright Law.

© International Institute for Applied Systems Analysis, Laxenburg/Austria 1990
Printed in Germany

Printing and binding: Druckhaus Beltz, Hemsbach/Bergstr.
2142/3140-543210 — Printed on acid-free paper



Foreword

Life cycles and long waves are based on two different concepts. In spite of this,
they both imply periodic — even harmonic — motions or changes. Both “models”
imply that fluctuations in economic growth are not merely random individual
incidents in history, but components of the development of the system as a
whole.

The life-cycle concept states that a system (a product) tends to follow the
same phases as that of the life of an individual: birth, growth, maturity, decline,
and death. Biology and ecology provide numerous examples of this type of
development. In social sciences the concept was first applied at the product level
and later to firms and industries. Following that, it was applied to the behavior
of individuals whose expenditure and saving patterns varied from generation to
generation (Modigliani).

Research on long waves dates back to the nineteenth century. Since that
time there has been repeated interest in the subject. This interest received a
new impetus from the work of Schumpeter which attributed a key role to radical
technological innovations. Further research focused on the frequency of innova-
tions and their relationship to economic growth, investment, and employment.

Several different approaches make up the various growth theories that
exist, of which some run parallel to each other while others are incompatible.
However, an examination of these theories can contribute to a better understand-
ing of the processes that generate economic change. This was the underlying
idea on which a workshop was based that was held in Montpellier, France, in
July 1987. It was jointly organized by the Centre Régional de la Productivité et
des Etudes Economiques (CRPEE) and IIASA. This workshop provided a forum
for an interesting exchange of views between scientists from several disciplines.
This volume contains a selection of the papers presented at the meeting that
illustrates both concepts in various forms.

R.H. Pry
Laxenburg, Austria
.December 1989






Introduction

The selected papers presented in this volume are from a workshop on long waves
and life cycles held in Montpellier, France, July 1987. It was intended to focus
on possible relationships between so-called “long waves” in the economy and
(shorter) “life cycles” in industry and technology. This book is of course only a
small “window” into the wide and interesting range of long-term dynamic
processes discussed at the workshop. Other topics presented at the workshop
included cultural developments (Korpinen), national evolution (Wibe), education
(Conus), ecological systems (Godron), social identity (Mallman), and problems of
technology and finance (Boccara). There were also interesting methodological
papers presented on general systems theory (Miller and Passet).

Concepts of Long Waves and Life Cycles

When one studies the relation of two phenomena, especially such loosely defined
ones as long waves and life cycles, it is necessary to define them first or at least
to describe the current knowledge on them. There are several papers devoted to
this task.

It is possible to consider the paper by Yakovets as devoted to long waves in
spite of the fact that he does not explicitly use this term. Instead, he speaks only
of cycles and revolutions. He distinguishes between scientific, invention, innova-
tion, technological, investment, and educational cycles. Some could be loosely
related to cycles known from the works of Schumpeter, Kuznets, Juglar, and of
course Kondratieff. Yakovets discusses three degrees of impact of these cycles:
generations of the same technology; new scientific and technological directions;
and, most important, scientific-technological revolutions. This interpretation of
events helps to accommodate some of the theories developed in the late sixties
and the seventies in the USSR on the scientific-technological revolution. Yako-
vets stresses specifically the human factor — education. After reading his paper
one could almost say that Soviet social scientists have come full circle since Kon-
dratieff. Once again, they are emphasizing dynamic effects of economic and
social development processes.
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The paper by Escudier illustrates the methamorphosis of the notion of long
waves (in the economy) in Western economic thought. His presentation is valu-
able because it shows what semantic evolutions can occur (and did actually hap-
pen) when notions such as “long cycle” diffuse across various cultural and lan-
guage borders and through different disciplines. He ends by identifying basic
attributes of long economic cycles, namely, the regular repetition of certain
processes (albeit not as deterministic as in astronomy, for example, as stressed
already by Kondratieff) and the endogenous character of these repetitive
processes. Escudier (in agreement with Boccara) concludes that the long waves
are transformations rather than repetitions of previous stages. This brings into
the play various influences which in their turn strip the long economic cycles
(according to Boyer) of any deterministic character. In other words the descend-
ing phase is not to be considered as an unavoidable consequence of the growth
phase and vice versa.

The Tylecote paper continues with this train of thought. Tylecote argues
that long waves in the economy evoke various social processes and these in their
turn may enhance the changes (pro-cyclical) or weaken them (contra-cyclical).
He describes some possible causal relations of population growth and savings.
He also discussed the formation of policymakers’ attitudes and their direct or
mediated feedback effect on the economy. These effects may not be significant
enough to cause a downswing or upswing when considered alone, but create an
interesting “fine structure” of forces influencing in their totality the dynamics of
economic processes. These generational factors are important in explaining
differences and peculiarities among regions and national economies.

To a certain extent Sinibaldi’s paper can be considered as an illustration of
the generational ideas expressed in Tylecote’s paper. Sinibaldi tries to interpret
the events of the last two decades, especially deficit spending, inflation, and
interest rates, in terms of long-wave theory. He argues, for example, that the
relation of inflation and interest rates shows a “hysteresis effect” because in the
inflation-growth phase the nominal interest rates lag behind inflation while in
decline they stay higher for a longer period of time. This seems to be confirmed
by economic data from the seventies and early eighties. Sinibaldi compares the
measures taken by decision makers during the late twenties and early thirties
with the handling of crises in the seventies. He argues that the Keynesian solu-
tion worked much better than the deflationary policies practiced 50 years ago.
These measures were sometimes taken by policymakers without help from
economists. According to Sinibaldi this proves that, when it comes to practice,
mainstream economic theory does not always have guaranteed solutions.

This is in agreement with Rosegger’s paper. Rosegger presents a detailed
analysis of life-cycle theory in industry and trade with special regard to both
mainstream, neoclassical theory of technological change and various other
theories including long economic waves. He concludes (in line with Nelson and
Winter) that the technological gap between them remains in spite of many
attempts to bridge it. Rosegger continues with a thorough and well-documented
description of how the concept of life cycle in industry developed and discovers
that researchers first identified the decisive factors of life cycle (technology,
resources, inter-industry linkages) 60 years ago. These factors are still the
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subject of many studies. He also points out the contradictions one runs into
when studying real data. When real-life data is aggregated and smoothed to
eliminate “noise,” one can also eliminate critical phenomena. When detailed
case studies are performed, on the other hand, one faces the problem of generali-
zation. Rosegger addresses also the main topic of the workshop, cross-
fertilization among disciplines, and finds that simplistic analogues might run
from dangerous to irrelevant but also that several disciplines such as psychology
and organizational behavior might bring rewarding inputs into life-cycle
research.

In the paper by Menshikov and Klimenko an attempt is made at finding
simple formal interpretation of the life-cycle concept and its relation to economic
variables like return on the capital stock per unit of time and expected accumu-
lated returns. They show that even simple models can bring some insight to the
dynamic of processes. They also introduce a more complex set of eight matrix
equations which, when tested on US input-output coefficients, generated cycles
with various periods. The equations do not yet allow for manipulation to select
cycles with particular periods.

Another way to describe the dynamic process in the economy is by a sys-
tem of differential equations for growth rate of labor productivity and growth
rate of capital intensity (capital stock per manhour). Solutions to these equa-
tions also show cyclic behavior with damping determined by structural
coefficients. It is possible to use these simple equations to test some hypotheses.

In real life the economy can also manifest very abrupt changes which can
be described by the instruments of catastrophe theory based on nonlinear
differential equations. Menshikov and Klimenko describe equations which mani-
fest both static and dynamic bifurcations and can be used to model abrupt
changes like “switching” between two equilibria or explosive shift. They work
with an equation of the fourth order and show that the results change qualita-
tively with the change of coefficient at the highest order of the variable (a;) and
discuss the fitting of this model to real data.

Applications of Life-Cycles Concept

In their paper, Lee and Nakicenovic argue that life cycles might be a solution to
the old question “How to manage technologies?” They illustrate the point using
civil aviation, railroads, and primary energy substitution as examples. They
state that in spite of the fact that some general development patterns can be
identified, their use in business decisions is not simple and needs careful analysis.
This paper illustrates Rosegger’s view that even when life-cycle theories are not
part of the mainstream economic theory, they play an important role in business
decisions.

A logical continuation of these ideas is presented in Brooks’s paper which
reports on an interesting meeting in Washington, DC. He describes the views of
three well-known researchers in the field - Utterback, Teece, and Ergas — on the
technology life-cycle concept and its use on the level of productive unit, firms,
and national economy. Utterback introduces finer categories of life-cycle phases
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(growth, maturity, decline) when he distinguishes fluid pattern, transitional pat-
tern, dominant design, and specific pattern when the product line in question
becomes highly standardized. This is the time when the interest shifts from pro-
duct design to process design. He discusses the peculiarities of each phase.
Brooks further elaborates on Teece’s ideas dealing with the question of why
many innovators are pushed out of the market by skillful imitators. Here avai-
lability of the so-called complementary assets plays a significant role. These
assets help to bring the innovative product efficiently and quickly to the market.
These assets are manufacturing capabilities and effective distribution-
maintenance-service channels. The latter asset is an important component of
national strategies as Ergas sees them. He distinguishes three types of strategies:

(1) Heroic, high-tech, government supported.

(2) Diffusion strategy which emphasizes the high value-added of product spec-
trum.

(3) Combination of both strategies.

Users of these strategies include the USA, the Federal Republic of Ger-
many, and Japan.

Antonelli makes use of data from the archives of the Italian Association of
cotton weavers to test an interesting hypothesis. He argues that the S-shaped
curve of innovation diffusion is in reality the result of more subtle processes than
the “profitability pull” of standard theory. During the diffusion, the innovative
product (and or process) is adopted by more and more firms and while the early
adopters can guess on the profitability, the later entrants can base their decision
on accumulated experience. So “learning by doing” enhanced by “learning by
using” play a joint role. Those entering the process late may face the early
adopters who managed to capitalize on the innovation and may force latecomers
out of the market. In this situation, to be a small firm (and therefore more adap-
tive) does not seem to be a particular advantage, at least as the data from the
diffusion of shuttle-less looms in Italy confirms. This case study shows that sim-
ple epidemic model of innovation may ignore events important for decision mak-
ing at the firm level.

In their paper, Yu and He try to identify factors that cause substitution of
one energy technology for another based on analysis of cost and benefits to both
business and individual users of this technology. To get the whole picture one
has to consider not only direct and indirect costs, but also changing user prefer-
ences. This cannot be done without understanding the development of consump-
tion as a function of the affluence of the population. The authors illustrate this
development on US data (measured by per capita GNP). They try to explain,
for example, why the transitions in residential heating show similar patterns for
many countries and why the preferences of users went from primary energy
sources with lower direct cost to those with higher cost.

A similar situation occurs in industry. Yu and He present a textbook
example of technology life cycle and transitions in industrial motive power.
Again, secondary and indirect benefits played major roles in the transition from
steam power to electric motors. This all takes place, of course, against the back-
ground of general economic development.
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An analysis of similar transitions documented on data from steel and coal
industries is offered by Griibler. He concentrates on turning points in economic
developments and correlates them with large technological changes in two key
industries. Griibler demonstrates his ideas quantitatively, for example, through
the saturation phase of total output, market share of given technology and/or
state, productivity indicators. He also analyzes the share of individual countries
in the total world production. His approach presents a mature methodology,
part of which was developed and tested at IIASA.

His idea of clustering of saturations of leading technologies, markets, and
products is interesting. This clustering has its impact on other economic vari-
ables (prices) and also on social processes. These ideas are an extension of exist-
ing hypotheses. Together they may better explain the relations between techno-
logical change, life cycles of key technologies, and long-term tendencies of
economic development.

Whereas Griibler tries to identify turning points in economic development
by analyzing empirical data series on steel and coal, Ayres constructs an analyti-
cal, formal model of optimal growth based on the nontraditional premise that
production factors can be measured by their information content (defined by
information theory). He defines an optimal control model for a utility function of
aggregate consumption where control variables are two kinds of investments and
technology (knowledge) growth rate. The optimal sequence of events exhibits
four phases where the “turning points” coincide with transition from one kind of
capital to the other. Price-productivity product manifests life-cycle-type pattern.
This proves that the cyclical character of economic processes is quite robust, and
relatively simple structures can manifest these processes.

Tchijov and Sytchova analyze input—output tables from Japan for the
period 1951-1980 to find the long-term changes in total labor requirements.
They assume that impact of technological development can be identified through
resource saving and work with three components — labor, fixed capital, and
material. They accordingly identify three types of technical progress. They also
propose the hypothesis that in the past few decades the differences in total labor
requirements among industries has diminished and that in this process of “equal-
ization” those industries with higher labor requirements were reducing this
requirement faster.

Changes in total labor requirements as a function of industrial output show
certain trend irregularities. Labor requirements declined most in the period
between 1951-1955 and in the following period somewhat less. They rose
slightly between 1970-1975 and declined significantly between 1975-1980. In
each period different types of technological progress were dominant starting with
labor and material saving and ending with fixed capital savings (1975-1980).
The data allow” analysts to speculate on the causes of this development. They
seem to be mainly price increases in the case of labor and material in the
1960-1980 period and fixed capital in the late seventies.

Intuitively life cycles and long waves could be more easily related through
innovation-induced industries and their impact on economic growth. This was
described almost 50 years ago by Schumpeter on the basis of innovation cluster-
ing. The idea evoked immediate criticism and discussion. This discussion
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continues today, and the state of the art is presented by Kleinknecht. [He com-
pares and integrates the technological innovation databases of several leading
scholars and concludes that there are identifiable periods with both above and
below average rates of innovation.| In spite of this fact several interesting areas
are left for further research. Mechanism of restructuring of technological base of
capital accumulation triggered by depression, and linking innovation waves to
long-term profit rate changes are examples.

A detailed view of innovation case study in the long-wave context is
presented by Fontvieille and Prigent. They argue that conventional innovation
studies of both new products and processes are isolated from the whole produc-
tive process: a kind of in vitro instead of in vivo process. In the real economy
new fixed capital used (operated) by labor brings high profit rate, and the situa-
tion favors capital rather than workers. Workers respond by various ways that
reduce the profit rate and ultimately increase the need for innovation. This
creates a sequence of substitutions for new technology generations, each one
increasing the profit rate in comparison with the current practice. In the paper
the authors present the results of detailed research on underground transport in
French mines and describe different systems of transportation and their effect on
the workers.

In his well-documented paper, Nakicenovic tries to prove his dictum that
economic development is a sequence of substitutions and that these substitutions
for as well as saturations of old technologies can cluster. Nakicenovic tests these
hypotheses on several important areas like civil aviation, cars, infrastructures,
and energy. To detect ups and downs of economic development and saturation
of given technologies, he analyzes several indicators like market share, total out-
put measured in monetary units, and wholesale price indexes. Only by using this
“multiple perspective” mediated by several indicators can one gain the full pic-
ture of the situation, because one cannot expect perfect synchronization of the
saturation effect of individual key technologies. Nakicenovic’s paper as well as
that of Griibler have a strong methodological message for those who want to
study long-term economic phenomena.

An interesting integrative view on the main points of the workshop are
presented by Brooks. His long-term practice and deep insight helped him to for-
mulate a scenario on how technology life cycles could cause long-waves in
economic performance. A new technology after a formative stage is gaining
momentum through several economic phenomena (economy of scale, learning,
and a set of indirect benefits) which create a positive (reinforcing) feedback.
This feedback is tight enough to counteract any interference by other technolo-
gies (even better ones) until the saturation and “externalities” do not weaken
this feedback. Brooks also elaborates on boundary condition for the validity of
this scenario. Brooks’s idea is an interesting methodological guideline for further
studies.
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In this introduction we have only scanned individual papers and presented
their main highlights and as mutual relationships we have probably missed many
others, which readers can find for themselves. We hope to have provided readers
with some help to find those papers of most interest.

Tibor Vasko
Robert U. Ayres
ITASA

Laxenburg, Austria

Papers presented at the workshop and not included in the selection include the
following: P. Korpinen, “Long Cycles in Fine Arts: Towards a New Theory of
Style”; S. Wibe, “Empirical Evidence of Mancur Olson’s Theory of the Rise and
Decline of Nations”; M.F. Conus, “An Approach to Long-Term Fluctuations in
Labor Force Qualifications: The Development of the French Educational Sys-
tem”; M. Godron, “The Evolution of Ecological Systems and Periodicity”; C.A.
Mallman, “Long Waves and Tempos of Social Identity Life Cycles”; P. Boccara,
“The Original Aspects of the Present Long Phase in a Systematic and Historical
Analysis of the Long Cycle: Technological and Financial Problems”; R. Passet,
“From Fluctuations to a New Future in the Making: Long-Term Economic
Forecasting”; A.V. Poletayev, “Profits and Long Waves”; . M. Saveljeva, “Long
Waves and Labor Movement”; J.E. Cassiolato and R.R. Sampaio, “High Tech-
nologies, Long Waves, and the Newly Industrialized Countries”; J. Georgelin,
“French Inventions in the 19th Century: Their Relation to the International
Expositions”; S. Rasmussen, E. Mosekilde, and E.R. Larsen, “Innovation Bunch-
ing and the Socio-Economic Life Cycles.”
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CHAPTER 1

Technology Life Cycles
and Business Decisions

Thomas Lee and Nebojsa Nakicenovic

1.1. Introduction

Solutions and problems are two inseparable partners in real life, in personal
affairs, in business, in science and technology, and in national and international
politics. Most of the time, problems search for solutions. Occasionally, a solu-
tion may be searching for problems.

In business, life is filled with problems searching for solutions. Business-
men are so eager for new promising solutions that they often overreact. When
they find that the promise is not there, they drop the “solution” like a hot
potato. The rise and fall of “Operational Research” is a shining example.

A major and perhaps the most difficult problem faced by business execu-
tives is: how to manage technological change? This problem has been searching
for a solution since the industrial revolution; but none has been found. However,
general patterns of regularities have been observed, e.g., production capacity for
a mature product tends to move gradually from high-wage to low-wage coun-
tries, which eventually become exporters to the high-wage countries.

A closely related phenomenon associated with mature industries is the
excess capacity problem. Today, there is excess capacity in petroleum refining,
steel, aluminum, automobiles, traction equipment, farm equipment, steam tur-
bines, generators, transformers, switchgear, shipbuilding, textiles, commodity
chemicals, semiconductors — the list is long. How did business executives let that
happen? Threats of excess capacity are on the horizon even for high-tech prod-
ucts such as commercial airliners, telecommunication equipment, and computers

Reprinted from Intemational Journal of Technology Management, 3(4):411-426, 1988. Published
by Inderscience Enterprises Ltd., World trade Center, 110 Avenue Louis Casii, Case Postel 306,

CH 1215, Geneva Airport, Switzerland.
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in all sizes except the very largest. There is no indication today that industries
not yet affected are aware of this danger enough to take actions before it is too
late.

When technologies compete for market share, there seems to be also a regu-
lar pattern, i.e., the process follows an S-curve (often approximately the
mathematical convenient logistic curve). Fisher and Pry (1971) at General Elec-
tric Co. demonstrated this 26 years ago for binary competition (two technologies
competing against each other); Marchetti and others (1979) extended the con-
cept to multi-component systems and successfully applied the methodology to
energy substitution and a number of other cases.

These “regularities” have led to the suggestion that there may be indeed a
solution to the difficult question “how to manage technologies,” i.e., the concept
of technology life cycles. The underlying belief is that technologies behave some-
what like biological systems. There are embryonic, adolescent, and mature
stages (Figure 1.1). Behavior or characteristics, such as total market, technical
performance, cost, market share, and industry structure, vary from stage to
stage along the S-curve. Recognizing the need to manage differently for different
stages can be a key to success while ignoring it may invite disaster. Foster
(1986) has given a number of case histories of business failures due to either
ignoring or disbelieving the S-curve phenomenon in technological innovation,
e.g., how American Viscose lost out to DuPont in the competition between rayon
and nylon for tire cords and how DuPont subsequently lost out to Celanese in
the competition between nylon and polyesters for the same market.

t
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Figure 1.1. Improvement of technological performance in time shown as an S-shaped
growth path indicating three life cycle phases — the embryonic introduction, growth, and
saturation phase.
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Figure 1.2. Growth of railway network length in the UK (left) and the USA (right).
While the growth path follows an asymmetric S-shaped curve in the UK, in the USA it
is more symmetric with a gradual increase especially between the 1830s and the 1870s.
(Sources: Griibler, 1987; Nakicenovic, 1987.)

Nevertheless, reactions to the S-curve concept are mixed. Believers tend to
consider it as a forecasting tool. When they apply this concept to the case of
technological diffusion, e.g., the competition between technologies for market
share, they tend to leave a fatalistic impression, i.e., once a technology starts to
lose market share to another technology, nothing can be done to reverse that
trend. This fatalistic prediction, true or not, is hard for operating businessmen
to accept. No one wants to lie down and play dead. And in history, there are
enough examples to show that the trends can be reversed by product or process
innovation. Foster makes that point by using the S-curve for technical perfor-
mance. Whenever the rate of progress slows down, reflected in the sharp
increase in the cost-for-unit progress, one should be alert to new technological
advances.

However, if one follows this concept blindly, disasters can happen too.
Take the large steam turbine generator business: the rate of technical progress
slowed down after Philadelphia Electric’s Eddy Stone experience long before the
oil embargo. But if utility and manufacturers continue to pump resources after
1973 to advance that technology, or any other technology for the same market
niche, they would be wasting a great deal of money (of course, this did happen)
because the market has disappeared. The market saturation shows up in a
different S-curve, unrelated to the one for technical performance.
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Disbelievers easily argue that there are exceptions to the S-curves. Figure
1.2 shows such an exception. The growth of the railway network length in the
UK follows an S-shaped path, but not a symmetric one. Instead the growth rate
increased rapidly until the 1850s and then declined slowly for a period of 60
years. (In fact, the growth of the railway network in the UK follows an asym-
metric S-shaped curve called the Gompertz function.) This is an interesting
counterexample since the growth of railway networks in the USA and Germany
followed symmetric S-shaped paths. Figure 1.2 also shows a more symmetric
growth path for the railways in the USA. Thus, disbelievers can argue that a
number of S-curves are not symmetrical; therefore, symmetrical S-curves are use-
less as forecasting tools. Planners in the electric power industry in the early
1970s certainly did not believe S-curves at all for electricity demand growth.
The consequences are well known to us: overcapacity and capital crunch.

In this paper, we address the question of “how to use S-curves” on a broad
basis. We will look at S-curves for total market, market share, as well as techni-
cal performance. We will show that when we look at a set of curves for the same
market niche, a great deal can be learned for business planning purposes. We
will discuss three specific uses for S-curves:

° Investment and R&D Decisions.
® Contingency Planning.
° Implications of Multiple S-curves.

1.2. Application to Investment and R&D Decisions

Investment in capacity expansion at the wrong stage of a life cycle can often lead
to excess capacity, depressed prices, and reduced profitability. History is filled
with such cases. We will illustrate this point with aviation, an industry ‘which
may be on the verge of such a mistake.

Figure 1.8 shows the world air transport market, all operations, measured
in 10° passenger km/hr. On a linear plot it clearly exhibits an S-curve behavior.
Figure 1.4 is the same information on a semilog plot. [We will plot the S-curves
on a semilog paper. A simple S-curve has a saturation level (K). For the vari-
able x; (be it total market, cost, market share, etc.), we can express it as a frac-
tion of the saturation level: F = x/K. If F/(1-F) is plotted as function of time
on a semilog paper, a perfect S-curve will appear as a straight line. Saturation
level (K) is sometimes unknown, but it can be estimated from the data.] The fit
of the data to a logistic (or S-) curve is obvious.

On Figure 1.4, we have also indicated the years of introduction for three
landmark aircraft, B377, B707, and B747. If the logistic trend continues, the
total market will saturate at about 200 x 10° passenger km/hr. The inflection
point apparently occurred in 1977, when the market reached 50% of the satura-
tion value.
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Figure 1.8. Growth of world air transport in billion passenger-km/year. (Source: Naki-
cenovic, 1987.)

What are the predictions that can be made from this plot?

° The market will reach 90% of its “ultimate” level about the year 2000.
® AT, the time required for the market to go from 10% to 90% of the satura-
tion level, for the total market growth is about three decades (29 years).

While these implications are interesting, even more can be extracted if we
look at the evolution of the technical performance of passenger aircraft, shown
on Figure 1.5. Like the air transport market, the performance of individual air-
craft can also be measured in passenger km/hr. Instead of following closely a
straight line, there is a band, the left line representing the performance of the
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Figure 1.{. Growth of world air transport in million passenger-km/hr (from Figure 1.9)
plotting F/(1-F) as a function of time on a semilog paper, where F is the fraction of the
estimated saturation level K. In this way, results that would otherwise appear as S-
shaped curves come out as straight lines, making them easier to interpret. (Source:
Nakicenovic, 1987.)

best aircraft. Let us stay with the left (upper) envelope of the band. The ulti-
mate performance appears to be 1.2 x 106 passenger-km/hr. The following are
additional implications when one combines the information in Figure 1.4 and
Figure 1.5:

. The performance of the present 747 is almost halfway to the “ultimate”
level. A stretched 747 (perhaps the planned 500 series) may be all that is
needed. Certainly, this has serious implications on R&D decisions.

. The “ultimate” market can be served by 170 stretched 747s or 340 planes
of the present vintage, if the aircrafts operate to capacity all the time. Of
course, this is not feasible for many reasons. There are about 600 747s in
service now, suggesting a 30% capacity utilization (assuming that 170
stretched 747s would be needed). What should the ultimate capacity utili-
zation be, we don’t know. But it seems obvious that in the future, the need
for additional production capacity is not great. Yet at the present, both
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Figure 1.5. Improvement of passenger aircraft productivity in thousand passenger-
km/hr plotting F/(1-F) as a function of time on a semilog paper, where F is the fraction
of the estimated saturation level K. (Source: Nakicenovic, 1987.)

Japan and the EEC are trying hard to increase their penetration of the 747
market. Although they do not plan to build aircraft as large as the 747,
they could increase the volatility and competition in the market by offering
competitive smaller aircraft.

The above analysis is, by intention, grossly oversimplified. A more careful
analysis would segregate the total market according to distances and the aircraft
that serve these sectors. Yet it is not clear how a more disaggregated analysis
would alter the basic conclusion that the industry as a whole may be moving into
the state of overcapacity.
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It is also interesting to note that AT for the evolution of technical perfor-
mance is 33 years, not very different from that for the total market. Associated
with the dynamic technical evolution of aircraft is cost improvement, which has
a significant effect on market growth. At the embryonic stage, the cost improve-
ment is easy to achieve. The market grows rapidly because of demand elasticity.
When a product moves toward the mature stage, improvement in technical per-
formance becomes more difficult or costly, the learning effect on cost slows down
and so does the market growth. It is therefore not surprising that AT for a
purely technological attribute (performance) is not very different from the AT
for a market attribute. The detailed reasons behind the actual closeness of these
two numbers in the example should be the topic of further research. The fact
that they are close implies that the total number of aircraft in service has been
relatively stable, especially when compared with a factor-100 increase on all
operations and aircraft productivity.

If one had to make a choice between different modes of transportation for
investment purposes in the 1930s, the only information on air transport was the
characteristics of the Douglas DC-3. Comparing the performance, cost, and per-
sonal comfort of traveling by DC-3 with travel by railroad, one might easily
prefer to invest in the latter — if the relative rates of technical change were not
considered. Fifty years later, there is no direct way to travel by rail from coast
to coast in the USA. Looking at Figure 1.5, the reason for this is clear. The
young aviation technology in the 1930s has been improved by more than a factor
of 100. The already mature railroad technology showed little, if any, improve-
ment. In fact, the total length of the main tracks and thus the effective size of
the network decreased by about 30% ever since the 1930s. The lesson: Neglect-
ing the technology life cycle phenomenon and consequently also the growth
potential of embryonic technologies can lead to disastrous investment decisions.

1.3. Contingency Planning: An Example

In 1975, Marchetti of IIASA studied energy substitution processes (Figure 1.6)
and predicted that after oil, natural gas may become the dominant energy supply
in the world (Marchetti and Nakicenovic, 1979). His prediction was made at a
time shortly after the oil embargo and the whole world was concerned with the
depletion of two valuable energy resources: oil and natural gas. President Carter
declared in 1976 that the energy problem was the moral equivalent of war. The
Fuel Use Act was passed to forbid the use of natural gas in industrial boilers.
The country adopted the energy policy of depending on nuclear and coal to
become energy-independent.

A massive energy R&D program was introduced to develop the use of coal:
coal gasification, coal liquefaction, fluidized bed combustion, and a host of other
technological options. Industries responded well to this call for energy indepen-
dence; among them, the General Electric Co. (GE). It spent several billion dol-
lars to acquire a major coal company — Utah International.
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Figure 1.6. The history of global primary energy substitution from 1860 to 1983. F is
the fractional market share of a given energy source in global primary energy consump-
tion and data are shown plotting F/(1-F) as a function of time on a semilog paper. In
this way, straight lines show the S-shaped growth and decline in market shares. Coal
and oil curve through a saturation phase that joins S-shaped growth to S-shape senes-
cence due to the fact that in a multicomponent substitution process not all competitors
can follow S-shaped growth and senescence paths at the same time so that one competi-
tor is saturating. Market shares of primary energy sources are projected through 2000
by making explicit assumptions about the market penetration rate of nuclear, a 1%
market share in 1965 and a 5% share in 2000. (Source: Marchetti and Nakicenovic,
1979.)

It was against this background that Marchetti was invited to present his
prediction to GE’s executive officers. Halfway through his presentation, one of
the senior vice presidents stormed out of the meeting, angrily stating: “I don’t
believe a word he said.”

One of the authors had a subsequent conversation with that senior vice
president to point out that it is futile for business people to engage in a debate
on which prediction is correct. It is an endless debate. The proper questions to
ask are:
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° If the prediction is correct, what might the consequences be to the General
Electric Co.?

° If the potential consequences are severe enough, is a contingency plan (or
insurance policy) justified?

The answer to the first question was obvious: GE’s steam turbine business
might be in serious trouble since the bulk of it was in the large steam turbine
sector, which supplied machines to large nuclear and coal-fired plants. On the
other hand, the stationary gas turbine business might grow.

The answer to the second question was rather obvious too: GE should
have acted to protect its stationary gas turbine business by investing in R&D
and by developing a creative international strategy.

Whether that discussion had a deciding effect on GE’s strategy, we will
never know. In any event, GE did pursue gas turbine market leadership aggres-
sively. In 1983, 15 years later, the large steam turbine business in the United
States, for all practical purposes, collapsed. The gigantic plant in Schenectady
had to depend mostly on spare parts business. At the same time, the gas turbine
business prospered, not in the USA, but in international markets. GE’s creative
gas turbine strategy, the “manufacturing associates” arrangement, propelled GE
to be the unquestionable number one supplier in the world. The dollar volume
ratio of gas turbine business to steam turbine business within GE reversed
almost exactly from that of 10 years ago.

We do not suggest that GE’s success in the intervening 10 years in the gas
turbine business was due to smart contingency planning, because it was never
considered as such within GE. We report this conversation, therefore, only for
the purpose of illustrating the potential importance of contingency planning.

Ironically, GE’s gas turbine business had a major set back in late 1985 and
1986, due to the drop in oil prices. A significant fraction of GE’s gas turbine
business was in the Mideast. The drop in oil prices caused cancellations that
were not expected. Shouldn’t there be a contingency plan for low oil prices in
GE’s gas turbine division? The answer is (in retrospect) yes. However, we
suspect no such plan actually existed.

Let’s now return to the aircraft example. Two questions that executives
and planners in the aircraft industry might debate are:

. Are Figures 1.4 and 1.5 good forecasts for the total market?
. Is Figure 1.5 a reliable forecast for the performance of civil aircraft?

Based on previous arguments, we suggest that, instead, the proper ques-
tions to debate are:

° If Figures 1.4 and 1.5 are correct — knowing the behavior of the industry in
general — what is the likelihood that the industry as a whole will march into
a situation of excess capacity?

. If that happens, what are the implications for market share, price level, and
profitability?



Thomas Lee and Nebojsa Nakicenouvic 11

° Should the industry spend money on an aircraft that is more advanced
than a stretched 7477

By more advanced aircraft, we mean higher productivity than that of a
stretched 747 (say, higher than the planned 500 series). This means more
passengers (perhaps more than 1,000 passengers capacity) or higher speeds
(supersonic or hyper-sonic) or both. Emergence of more advanced aircraft could
imply a new growth curve that would eventually substitute current aircraft tech-
nologies with a promise of a much larger growth potential. This situation is simi-
lar to the choice between the railroad and the DC-3 in the 1930s.

One of the authors of this paper published a paper in Harvard Business
Review not long ago on R&D planning, Lee et al., (1986). In it, he proposed the
concept of “robustness” for examining the value of an R&D program against
possible (even not likely) environmental shocks. Contingency planning is a way
to improve the robustness of a strategic plan. Technology life cycle can be a
very useful concept for that purpose.

In business, the challenge is always to develop viable management stra-
tegies in the face of imperfect information. The S-curve concept helps to reduce
the imperfection.

1.4. Multiple S-Curves and Their Implications

Now we examine a few examples where the evolution cannot be described by a
single S-curve. These examples shed light on the question: Is the S-curve a reli-
able forecasting tool?

Figure 1.7 shows the advances of capacity for the best aircraft engines on
the market. The fact that there are two straight lines parallel to each other
means:

° There are two S-curves (Figure 1.8), one sitting almost on top of the other,
each describing the evolution of a technology: the bottom one for piston
engines and the top one for jet engines.

® The rate of change of the technology and the characteristic time AT are
the same for both technologies, suggesting the existence of some social and
economic environment common to both technologies. In this case they
serve common markets, namely, civil and military aviation.

What useful implications can be extracted from Figure 1.7?7 If one believed
in the predictive value of the logistic curve, say in the year 1930, one might have
concluded that the largest piston engine would saturate with a thrust of about
3,800 HP. Such a conclusion, by itself, would not have been too unreasonable.
But if one used it in conjunction with multi-component substitution curves for
all modes of transportation (Figure 1.9), one might have been led to a disastrous
conclusion, based on the following logic.



12 Life Cycles and Long Waves

1-F Fraction (F = -;%)

102 0.99
Jets

Pistons (HP) Max Thrust - Kp
(K =3800) (K =29,000)

i

[N AR
rrrrrn
IuuNI

LR SULLL

Il
I

101 0.90

[ W
UL RLLLLL

0.70

4L
|ERBALLL

100 0.50

0.30

|l 4y
UNBLBLIALRRLL

[ EENetl

T T

10~1 0.10

[ R

T Tm
[N
[ILIRALILLLLL

102

! ! ¥ 10 ¥ T 1 1 T 001
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000

Figure 1.7. Advances of capacity for the best aircraft engines on the market, shown as
two S-shaped growth pulses by plotting F/(1-F) as a function of time on a semilog pa-
per, where F is the fraction of the estimated saturation level K. The first pulse (left)
shows piston aircraft engines and the second (right) the jet engines. (Source: Griibler,
1987.)

The aviation market in 1940 was rapidly increasing (Figure 1.9), but the
piston engine was nearing its ultimate technical performance. The “obvious”
strategy to capture greater market share is the learning curve strategy. This
strategy had not been formally articulated (as far as we know) by 1940, though
T.P. Wright formulated in 1936 the so-called labor cost-quantity curve, on the
basis of an analysis undertaken in 1922 (Wright, 1936). Actually, the Curtiss
Company’s price determinations for the decade after 1922 were based on the use
of these curves that subsequently became well known as learning curves. To
exploit that strategy, one needs to have greater production capacity for piston
engines. Following this strategy would have been disastrous because of the
imminent appearance of a new technology: jet engines. The fact that saturation
of piston engines was approaching in the 1940s while the total market was still
growing should have alerted the planners of the possible emergence of new tech-
nologies. The job of the planner was made more difficult by combining the
dynamic behavior of both the market and the technology, but the risk of wrong
decisions can be minimized.
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Figure 1.8. Advances of capacity for the best aircraft engines from Figure 1.7. The first
(lower) S-shaped growth pulse shows the increase in horse power (HP) of piston aircraft
engines, while the second (upper) growth pulse shows the increase of take-off thrust (in
Kp) of jet engines. (Source: Griibler, 1987.)

A second example is shown in Figure 1.10, which shows the evolution of
transmission voltages in electric power systems. Again, there are two straight
lines, though with different slopes.

If a planner studied the situation in the late 1940s, he would have seen a
continuing growth of electricity demand (Figure 1.11), at an annual rate of 7%
and a “saturated” transmission voltage (Fisher, 1974). The obvious strategy
would again be to exploit the learning curve. If this strategy was followed, it
would have been disastrous.

What actually happened? In the early 1950s, the electric utility industry
discovered that by shifting a greater percentage of its capital resources into
transmission vis-a-vss generation, the net saving, due to lower generation needs,
is quite attractive from an overall viewpoint. This might well have occurred
because of saturation in the rate of improvement of power-generating technology.
When this resource allocation strategy was discovered, an international competi-
tion on “who builds the highest voltage first” began. This significantly altered
the economic environment and probably was responsible for the shorter AT (19
years) for the second line.
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FPigure 1.9. The history of transport infra-structure substitution in the United States
from 1830 to 1982. Market shares of transport infrastructures are projected through
2000. F is the fractional share of a given transport infra-structure length in total length
of all transport networks. (Source: Nakicenovic, 1987.)

It is interesting to note that the maximum voltage predicted by Figure
1.11, 819 KV, has not yet been exceeded. Some isolated attempt to develop vol-
tages higher than 1,000 KV have not yet led to commercial application. There
are indications in today’s environment that power plants may change in the
future from large to small, from centralized to dispersed. Thus, the need for
higher transmission voltages may not appear for some time, although supercon-
ductive transmission may emerge as a new technology thereafter.

Two conclusions can be drawn from the previous examples:

® A single attribute S-curve is not a reliable or useful forecasting tool (and
may even be a misleading one). The most important reason is the possibil-
ity of a second wave, due to either new technology or a new economic
environment.
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Figure 1.10. Evolution of transmission voltage, shown as two S-shaped growth pulses by
plotting F/(1-F) as a function of time on a semilog paper, where F is the function of the
estimated saturation level K. The first pulse (left) shows the voltage increase to K =
295 KV and the second (right) the increase to K = 819 KV. We have added a third, hy-
pothetical increase in voltage that could be possible with the advent of superconductor
cables. (Source: Griibler, 1987.)

° A multi-attribute approach to technology dynamics can be useful for busi-
ness planning.

1.5. Conclusions

(1) The S-curve offers a tool for recognizing the period when excess capacity
and technology saturation may become probable. This should be factored
in the formulation of business strategies, e.g., the learning curve strategy
may cease to be feasible.

(2) S-curves may not be reliable forecasting tools; but they can be very useful
for contingency planning.

(3) Saturation of a dominating technology in a growing market may signal the
emergence of a new competitor or successor technology.
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Figure 1.11. Generation of electric power over the past half century, for selected years
worldwide and for the United States. The trend lines correspond to uniform growth at
7.2% per year (100% per decade). World electric power generation has been growing at
about 8% per year. During the last decade both curves show signs of saturation imply-
ing an S-shaped growth process. (Source: Fisher, 1974.)

(4) A single S-curve is not as useful, for planning purposes, as a set of S-curves
dealing with different aspects of the same technology and market.

In short, S-curves can be useful, but we must learn how to use them intelli-
gently.
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CHAPTER 2

Aspects of the Life Cycle
in Industry and Trade

Gerhard Rosegger

2.1. Introduction

The story is told that Nassau Senior, who held the first chair of political econ-
omy at Oxford, once dared to offer a talk on the population problem. When
Malthus heard about this invasion of his intellectual terrain, he offered the fol-
lowing acid comment: “It is among the disadvantages of public lectures, that the
lecturer thought he was called upon to say something new, when there was noth-
ing new to be said.” I was immediately reminded of this story when Professor
Ayres asked me to talk about the state of the art in life-cycle research. What
could I possibly say that is new to this audience, whose collective years of work
in the field I could not begin to estimate?

To make the task of saying old things at least manageable, I decided to
constrain my problem by sticking to the industrial economist’s perspective,
instead of ranging into other social-science management concerns with life-cycle
phenomena. For the noneconomists in the audience, however, I must start with
an awkward confession, albeit one that will cause no surprise among the econo-
mists: what I am going to talk about has little to do with the kind of economics
we teach our students, at least in the United States.

Take the typical American textbook on elementary economic theory. In the
chapters on economic growth, the reader is told that — depending on which of
several dozen econometric studies one believes — technological advances account
for anywhere between half and three-quarters of all long-term increases in aggre-
gate real output. But then, in the chapters on the economics of the firm, which
presumably is the agent responsible for generating these advances, the reader
will find scant reference to the crucial role of innovation or, for that matter, of
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other strategic decisions. At best, there will be a diagram or two that show how
some mysterious deus ex machina, called “technological change,” shifts produc-
tion functions about until a highly desirable state of affairs, called equilibrium, is
once again reached.

Some mention of Schumpeter may be made in connection with all of this,
but perceptive readers are bound to be confused about the role that his ideas
play in this orderly world of fully informed, optimizing firms. More advanced
students of micro-theory are admitted to further secrets. They learn about the
Cobb-Douglas and other forms of production function, and they learn what Har-
rod, Hicks, and Solow had to say about the precise nature of shifts in these func-
tions. They are also told that there are such things as bias and learning — ideas
that lend themselves to very elaborate kinds of modeling.

Friedlaender (1986, pp. 328-329) demonstrated the limitations of the
theory by posing the question how, five years hence, an econometrician might
measure the effects of the introduction of two recent innovations in the US auto-
mobile industry — quality-control circles and just-in-time inventories. The first
presumable will increase the marginal product of labor relative to that of capital,
and the second will show up as a reduction in working-capital investment.
Depending on the relative impact of these two quite distinct innovations, the
econometrician could end up by describing the combined eflects of “technical
change” as labor-saving, neutral, or capital-saving. None of these ez post
descriptions, argues Friedlaender, would tell anything about what really hap-
pened.

It all comes down to the fact that human beings are strangely missing from
this well-integrated theoretical structure. One never knows who makes all these
important decisions, or where the necessary information comes from. Many
economists have, of course, been bothered by this peculiar picture of the world,
and so we have a more or less peaceful coexistence between what has become
known as the mainstream, neoclassical theory of technological change and a host
of heterodox models, among them various life-cycle theories.

This is not the place to deal with all of these, but in a cursory way it seems
fair to say that certain notions about the importance of the life cycle have
received more widespread attention than others. Thus, for example, Vernon’s
(1966) model of the product cycle in foreign trade and investment, as modified in
his subsequent writings, can be found today in every text on international
economics. Nevertheless, life-cycle theories have always carried the stigma of
being ad hoc and — even more damaging — “partial-equilibrium” constructs.

It seems equally fair to conclude that more encompassing hypotheses, like
those dealing with the existence of technology-driven long waves, have run into
reactions ranging from agnosticism to rejection. Rosenberg and Frischtak (1983)
and Mansfield (1983) may serve as illustrative examples of this attitude.
Interestingly, both these critical surveys refer to the possibility that the
macroeconomic climate and “those deeper-rooted forces that shape the rhythm of
capitalist development” may influence the pace of technological advance. This
is, of course, precisely the problem addressed in a very persuasive way by Olson
(1982). To put the matter politely: at least in the United States, life-cycle
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research and related work have been no more than tolerated guests in the house
of mainstream economic theory, even while they have been warmly welcomed by
other disciplines, such as strategic planning, industrial management, and market-
ing.

This state of affairs would be perfectly understandable if, despite (or
perhaps because of) its very austerity, the neoclassical theory of technological
change had been especially helpful in bringing order and understanding to the
data of the real world. Such has hardly been the case. Stoneman (1983, p. 62)
concludes his excellent review of the theory of invention and innovation as fol-
lows:

The outcome of all this is to argue that there are strong theoretical reasons to
believe that from economic analysis we can make predictions as to the deter-
minants of the rate of technological advance and the nature of technological
advance in different industries, as well as saying something about the bias of
technological advance at the macro-level. However, empirical support for
many of these theories is not really as encouraging as one might hope.

Numerous diagnoses of the problem have been offered. These run all the
way from the observation that modern economics has become a profoundly ahis-
torical science to more complete analyses along Kuhnian lines. For our pur-
poses, however, it may be sufficient to accept what Nelson and Winter (1982)
have argued most convincingly — that no amount of well-intended attempts at
bridge-building can close the epistemological chasm between the neoclassical
economics and those models that purport to make technological and other stra-
tegic decisions the focus of explanations of the economic process.

This introduction, so brief that it is almost a caricature, must not end on a
negative note. First, we have to confess that the apparatus of neoclassical pro-
duction theory has provided us with a vocabulary and a grammar without which
our discourse would be difficult, indeed. Second, I would dissent from a sum-
mary judgment against the production—function paradigm, because it can deal
very well with induced innovations, that is, innovations triggered by changes in
relative input and output prices [see, for example, Binswanger and Ruttan
(1978)]. These are, of course, at the opposite pole from Schumpeterian innova-
tions. Third, it has provided the conceptual foundations for a host of normative
theories concerning the operational decisions of firms. And finally, as the recent
survey by Link (1987) demonstrates, many economists who in all likelihood con-
sider themselves solidly in the mainstream have made valuable empirical contri-
butions to our understanding of the relationship between technological changes
and industrial growth.

In addition, there is some pioneering theoretical work like that of Salter
(1960) and others, who attempted, with at least partial success, to incorporate
innovative activity into the traditional models of firms and industries. All, of
course, had to confront (or avoid) the difficulties created by the underlying
assumption that firms optimize on some well-defined objective. The more recent
literature on the economics of information, too extensive to cite here, may be
considered another thread in these developments.
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2.2. Observations

By now, the observation that the difficulties I have just sketched can be traced to
the Newtonian roots of modern economic theory has become a platitude. In an
early essay on the subject, Kenneth Boulding (1957, p. 9) wrote: “Economics
has been, and still largely is, a sunless astronomy of commodities, seeking an
ever changing equilibrium in cycles not quite as regular as those of the planets,
but still moved by differential equations rather than by men.” Despite the great
progress of mainstream theory during the past 30 years, that judgment seems as
valid now as it was then,

It does not, however, answer the crucial question: what kinds of theoretical
conceptions can life-cycle research put in place of the mechanistic ones? Before
turning to that question, I want to point out that the first wave of American
investigators, if I may call it that, does not seem to have been beset by any
doubts about the matter. To them, the driving forces and causal linkages were
quite obvious. Let me cite just a few representative examples.

Arthur Burns (1934) stated the logic of the case in elegantly simple terms.
He first observed that, “the conception of the indefinite growth of industries can
neither be supported by analysis nor by experience,” and he also postulated that
there is no sound rational basis for “the notion that industries grow until they
approximate some maximum size and then maintain a stationary position for an
indefinite period” (p. 170). From these two premises he concluded that there is
an inherent tendency “for an industry to grow at a declining rate, its rise being
eventually followed by a decline” (pp. 171-172). Burns found his propositions
confirmed by a heterogeneous sample of some 30 industrial-output time series for
the United States. He did not discuss the nature of the processes underlying the
rise and decline of individual industries in any great detail, nor did he offer any
generalizations about their causes.

Earlier on, however, a set of hypotheses about the nature of these causes
had already been proposed by Kuznets (1929, p. 277):

As an industry starts from small beginnings and develops rapidly to substan-
tial output, it is enabled to do so mainly by progress in the technical condi-
tions of production. But the effects of technical progress show an unmistak-
able tendency to slacken due either to retardation in technical progress or the
pressure of exhaustion of resources or both. Added to that is the check exer-
cised by groups of productive activity whose industrial arts do not improve as
rapidly and as significantly as in the industry in question.

That has a very contemporary sound to it. A sympathetic exegesis could
read into this paragraph not only a recognition of technological evolution as a
driving force of the life cycle, but also a statement on the importance of inter-
industry linkages for the cycle. Yet one must note that at least as many theoret-
ical questions are raised as are answered by such an interpretation. Where does
the “progress in the technical conditions of production” originate, and how is it
transmitted among the members of an industry? What causes the “retardation
in technical progress?” Is not “the pressure of exhaustion of resources” an effect
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of a lack of technological advances, rather than an independent cause of indus-
trial retardation? If one sees the interindustry transmission of retardation in
terms other than those of simple vertical linkages or technological complementar-
ities, what are the forces at work?

These are, of course, the same questions with which economists interested
in the life cycle are concerned even today. I list them here not to engage in a
cheap criticism of pioneering efforts, but rather to suggest that the search for a
more general theory of the life cycle, one that incorporates explicit answers to
these questions, is still going on. I would also propose that a less sympathetic
interpreter could say that, from a theoretical viewpoint, the early researchers did
no more than to add a few orbits to Boulding’s “sunless astronomy of commodi-
ties.”

This was not, however, the contemporary view in the profession nor that of
later interpreters. Consider the following quotes as evidence: “This study (of
Burns) has become a classic, and not much can be added to its findings. . . . A
declining rate of growth after a certain point is the general law in individual
industries, just as it is in organic growth” (Woytinski, 1953); and “exhaustion of
the possibilities of innovation contributes to the maturing and eventual decline of
industry. Kuznets and Burns used this line of reasoning in their explanation of
retardation in the rates of growth of individual industries, and I think they were
right to do so” (Fabricant, 1960).

The widespread acceptance of the early empirical results and of their plau-
sible theoretical explanation, together with the fact that the economics profession
had turned its attention to other problems, meant that interest in the life cycle
per se was on the wane for several decades. Therefore, a study by Gold (1964),
in which he updated the industry time series of Burns, made no great impression
on the received doctrine. Gold concluded on the basis of his empirical results
that, far from being preprogrammed by invariant patterns of technological evolu-
tion or by other factors, industry growth trajectories could take a number of
shapes. These ranged from long-term, steady-state expansion at one end of the
spectrum to recovery into rapid growth after prolonged, and seemingly terminal,
decline at the other. Gold et al., (1968) further extended this line of research by
demonstrating even more heterogeneous patterns among the firms of given
industries.

There may be a further reason for the inconclusiveness of all the early sta-
tistical evidence. As van Duijn (1983) pointed out, one problem was that these
studies “lump together many kinds of industries, from agricultural staples to
industrial inputs, from capital to consumer goods, and then look for one growth
pattern” (p. 28). His own findings “suggest the existence of an S-shaped growth
pattern up to the maturity of the industry, with varsous possible patterns
thereafter” [emphasis added]| (p. 29). Whatever the other implications of van
Duijn’s observation for the analysis of industry-level cycles, it certainly leads to a
methodological conclusion with which no one could disagree — we need to collect
and analyze as many data as possible on as many industries as possible.

Equally agreeable is the suggestion of Kleinknecht (1984, p. 147) that “the
level of aggregation is verv important in the study of changes in the character of
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innovation.” One is tempted to add that the higher the aggregation, the greater
the chances that all sorts of noise will drown out the phenomena one is after. It
is not surprising that the same point, together with an excursion into the prob-
lems of trend-fitting, was made by Edwin Frickey (1934), the scholar who was in
all likelihood the statistically most sophisticated contributor to the early life-
cycle studies.

I would add one more lesson from the experience of the first wave of
research: to the extent that our investigations have to rely on official statistics,
bound to unchanging definitions of an industry, we may miss some of the most
important longer-term phenomena. In the first place, such statistics do not
reveal the full extent of such structural changes in the various sectors of the
economy that occur as industries “spin off” or take on whole ranges of activity.
The impact of “high technology” is mentioned most frequently in this connec-
tion. There are, however, more homely examples: consider the extent to which
the hauling of crucial hard-copy information, replacement parts, etc., by com-
pany couriers has been taken over, in the United States, by several competing
overnight express-delivery services: an industry that did not even exist a decade
ago has turned into a multimillion-dollar business. Conversely, the integration
of computers into their products has propelled some machine-tool firms to the
technological frontier, even though statistically they will remain wedded to an
ostensibly “mature” industry.

Second, it may be that what is recorded as the behavior of an industry is in
fact driven by the unique effects of technological innovation on a single firm’s
position in the market. Examples here are the Ford Model T and the Douglas
DC-3, both of which accounted for well over 70% of their respective industries’
success during the period of most rapid growth. Some economists would argue
that this latter possibility is adequately explored by the discipline of industrial
organization {I.0.); I would counter, however, that the traditional paradigm of
I.O. sees the arrow of causation pointing the other way — from a “given” indus-
try structure to the propensity for innovation.

Finally, an exclusive focus on the data of industry per se may cause us to
overlook the role of changes in institutional arrangements as crucial elements of
the life cycle (Rosegger, 1976). I am thinking here not only of political, legal,
and regulatory influences, but also of such factors as the voluntary standardiza-
tion of products and processes, the organization of capital markets, as well as the
frequently observed, more or less formal, interfirm cooperative arrangements in
research and development, production, and marketing.

The conclusion from these observations is obvious, and it is largely
reflected in the second wave of life-cycle research, which started up about two
decades ago: explanations of longer-term fluctuations in the fortunes of indus-
tries are not quite as straightforward as the pioneers thought. Guided by
Einstein’s famous dictum that only theory can decide what one is able to
observe, economists and other scholars have ranged widely in formulating and
testing more complex hypotheses about the nature of the life cycle.
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2.3. Life-cycle Research

What should rightly follow now, in a state-of-the-art survey, is a comprehensive
look at the second-wave literature. In view of the flood of recent work this would
be a near-impossible task in the time allotted to me. Instead, I want to deal with
just a few matters that have aroused some interest in connection with this work.
My choice is very idiosyncratic, so it would be better to say that these matters
have aroused my interest.

2.3.1. What can we learn from other disciplines?

Turning away from Newtonian mechanics is one thing, finding new paradigms is
another. When we used words like evolution, diffusion, infancy, maturity, and so
on, we are obviously leaning on concepts that have been developed and used in
the biological sciences. Today, we could no longer get by without these concepts.
I must point out, however, that the longing for a “biological” rather than a
“mechanical” economics is nothing new. In fact, even the father of the neoclassi-
cal school, Alfred Marshall (1890), expressed this longing in his most famous
work (see especially p. 765 and Appendix C).

Recent progress in theoretical biology has made it possible to do more than
borrow a language. Increasingly, economic life-cycle research is able to draw on
models and hypotheses developed in evolutionary and ecological studies. This
has brought some very useful results, but there are hazards as well in such
cross-fertilization among sciences. As one of the pioneers in the formal modeling
of social processes, Anatol Rapoport (1956), pointed out a long time ago:

The use of the word “diffusion” in the social science indicates the awareness of
some similarity between the spread of, say, a technological artifact and the
spread of a solute through a solvent. Of course it may be argued that the use
of a metaphor does not establish the reality of the connection between situa-
tions compared and, in fact, may be seriously misleading.

Simplistic analogies are always dangerous, or they turn out to be so self-evident
as to be irrelevant. What insights, for example, are we meant to derive from
propositions like, “no living organism grows indefinitely” or “species can survive
only by differentiating themselves from other species?” This kind of bio-talk has
crept into some of the more superficial business writing on the life cycle, where it
is usually meant to add a “scientific” tone to otherwise trivial exhortations.
Digging a little deeper, however, I believe that we may find fascinating and
largely unexploited potentials for the modeling of industrial life-cycle phenomena
in the directions of work suggested by R.M. May (1976) [see also May and Seger
(1986) and R.V. Jensen (1987)]. Their explorations of the complex dynamics of
time trajectories, which can result from apparently random, small-scale fluctua-
tions, are based on very simple equations, but they suggest a range of insights.
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These may well be obvious to persons of mathematical sophistication, but if so, I
have yet to find them reflected in the life-cycle literature.

If nothing else, the work sheds new light on the possible variations in
behavior produced by that mainstay of life-cycle research, the logistic function.
In particular, there is the possibility that systematic changes in the coefficient
indicating the “potency of spread” (Rapoport, 1956) may allow us to identify
separate strategic regimes “inside” the seemingly smooth industrial growth
curves. Our own recent study on the impact of the entry and exit of makes on
the aggregate growth of the American and European automobile industries
(Rosegger and Baird, 1987) seems to provide at least some hints in this direction.
Similar patterns are suggested in the study of Gort and Klepper (1982).

I want to mention just two other disciplines from which life-cycle research
in economics may derive considerable fertilization: psychology and organiza-
tional behavior. If we believe that the evolution of firms, and therefore of indus-
tries, is driven by the strategic decisions of individuals, we ought to accord an
understanding of these decisions high priority. Herbert Simon and the
behavioralist school have, of course, provided a bridge between the sciences of
man and the science of the firm. Here I am thinking, however, more specifically
of the role of creativity in invention and innovation. Economists have tended to
shy away from the subject, except in some of its most superficial, quantifiable
manifestations, such as patent activity. To the best of my knowledge, Haustein
and Maier (1985) are the only ones to have probed more deeply into the
“economic dimensions of creativity” (pp. 142-148).

In my own review of the factors influencing the supply of inventions
(Rosegger, 1986, pp. 112~117), in which I attempted to model inventing as pur-
poseful search, I derived many useful clues from the work of Austin (1978). He
proposes the hypothesis that the directions and outcomes of creative activity can
be characterized in terms of four different types of “chance,” each of which
requires different intellectual (and by implication, organizational) approaches to
the search process. A suggestion along somewhat similar lines is provided by
Burton Klein (1979), when he defines dynamic efficiency as “maximizing the
probability of recognizing good luck, while minimizing the consequences of bad
luck” (p. 81), a definition that raises the question of how organizations might
best go about recognizing “good luck” and capitalizing on it. Answers not only
are important from the managerial viewpoint, but also may have a bearing on
our ability to deal with another big issue that has occupied recent life-cycle
research — the predictability of technological development.

2.3.2. Is technological progress preprogrammed?

Clearly, an ability to say something about the contours of likely technological
developments is a necessary, though not a sufficient, condition for assessing the
future directions of change in individual industries. The issue is controversial,
however, in both theoretical and empirical terms. Certainly the optimism of the
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1960s about the potential of technological forecasting, an optimism that was
never really shared by the economics profession, has given way to a more cau-
tious attitude.

The prevailing view among economists, including the followers of Schum-
peter, is probably best represented by Scherer (1984):

The distinction in an economic sense between invention and the development
process underlying innovation is best summarized in the difference between
two words “predictability” and “describability.” Basic invention is truly
unpredictable ... on the other hand (a scientist) knows in appraising the
detailed problems of development that an answer will be obtained and can
only not describe what the answer will be [p. 6].

I take this to imply that we can say something about the directions of technologi-
cal trajectories once they have started, but that their starting points are ran-
domly determined by the randomness of inventions.

An opposing view is taken by Ayres (1987, p. 7), who argues that “scien-
tists and engineers tend to be less pessimistic about the possibility of forecasting
what will be produced by R&D.” His historical review aims to make several
points in support of the argument. For the purpose of analyzing the life cycle in
individual industries, the most important is Ayres’s discussion of the role of
scientific or technological constraints: to the extent that these inhibit further
advances in a technology and thus condemn the industries tied up with the tech-
nology to maturity or even decline, it is possible to predict “what it would take”
to break through the constraint. Ayres’s examples provide copious evidence for
the proposition, but they are not likely to persuade the agnostic economist, who
views history as a series of events that happened with a probability of 1.0 and
therefore are no longer of great interest, except on the whole and on average.

Our studies of long-term technological evolution (see, for example, Gold et
al., 1984) have persuaded me that it may be quite possible to construct an
industry-level model of process innovation based on the proposition that incen-
tives come mainly from the pressure for the successive elimination of bottlenecks
created by preceding innovations. Needless to say, however, such a hypothesis
could tell nothing about the timing of these events or, indeed, about the speed of
diffusion after they have occurred (Gold et al., 1970).

More generally acceptable may be the view that we are better at using our
current knowledge as a base for forecasting what is not likely to happen in the
development of products, processes, and industries. For example: 50 years ago,
storage batteries had capacities of approximately 30 watt-hours per kg of battery
weight; technological progress has pushed this limit to today’s 70 watt-hours.
Even this remarkable improvement, however, is regarded as insufficient to per-
mit the development of an economically attractive, electricity-powered automo-
bile, government subsidies for R&D not withstanding. Will there be the kind of
“breakthrough” that is central to Ayres’s argument? The economist is likely to
reply yes, if the (relative) price is right.
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In his delightful study of the seemingly irrational persistence, across time
and industries, of the QWERTY keyboard (a true “bottleneck” if there ever was
one) David (1986) proposes another hypothesis that students of the life cycle
must take quite seriously: every now and then in economic history,

“one damn thing follows another” . . . it is sometimes not possible to uncover
the logic (or illogic) of the world around us except by understanding how it
got that way. A path-dependent sequence of economic changes is one in which
important influences upon the eventual outcome can be exerted by temporally
remote events, including happenings dominated by chance elements rather
than systematic forces. Stochastic processes like that do not converge
automatically to a fixed-point distribution of incomes. . . . In such cir-
cumstances “historical accidents” can neither be ignored, nor neatly quaran-
tined for the purposes of economic analysis; the dynamic process itself takes
on an essentially historical character [p. 30].

No doubt there are numerous instances where the long-term development trajec-
tories of industries were determined by initial technological events that proved to
be what David calls “quasi-irreversible” (p. 44). He draws on the work of Arthur
et al., (1985) for an explanation of these trajectories in terms of the formal
theory of stochastic processes.

Unfortunately, the case study as a tool of research is held in low esteem by
the economics profession. Yet it is only through such detailed investigations of
sequences of partscular technological events that we might learn more about their
role in industrial evolution. Modern economists have yielded the field to the his-
torians and, I would argue, have lost out in the resulting division of labor.

In discussing the problem of predictability, I have deliberately avoided the
issue that appears to have been discussed most extensively: whether
technology-push or demand-pull is the dominant force in the “programming” of
markets for new products and processes. I believe that no amount of data-
gathering and analysis will settle the argument, because it depends on the
assumption that there exists an a priorf demand function for a commodity about
whose specific characteristics and price virtually nothing is known. Certainly the
standard demand function of equilibrium theory cannot bear the burden of these
assumptions.

The push and the pull occasioned by an innovation depend on how well its
characteristics satisfy some technical or other requirements of potential adopters,
including requirements about which they had no information until the innovation
appeared. These characteristics change rapidly in the early stages of the life
cycle and probably more slowly later on. At the same time the key variable in
the demand function, price, also changes in the process of diffusion, as do
relevant extraneous variables, such as real incomes. Therefore, shifts of a
demand function are indistinguishable from movements along a given function.
The effect on diffusion measures was demonstrated in a formal, empirical way by
Bonus (1973). Some innovations find a long-term niche in the market, and many
others do not; to debate ez post about the reasons for their success or failure in
terms of clearly separable “push” and “pull” forces seems to me a little like argu-
ing which blade of a pair of scissors does the cutting.
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2.3.3. Does the capitalist /financier matter?

The diffusion of major technological innovations involves the coordination of a
number of firms in different industries — arrayed vertically along the production
path, horizontally, as in marketing and distribution, or in more complex net-
works. Economic studies of the life cycle generally recognize this fact and trace
these linkages through the behavior of the relevant markets. Yet there is one
market whose coordinative function is hardly ever mentioned, the capital market.
We speak of “investment in innovation,” but that term seems to be used as a
metaphor suggesting a managerial or organizational commitment, rather than
the commitment of one’s own or someone else’s savings.

The omission of financial factors from life-cycle accounts is all the more
surprising as Schumpeter himself drew a clear distinction between the roles of
the innovator and of the capitalist. Of course, the innovator is the more interest-
ing player in the game, and the financing even of large ventures is frequently
internalized in modern corporations. But, as any textbook will tell us, this latter
fact in no way reduces the capital market’s impact on decisions. In a very real
sense, that market’s attitudes can be said to be a key argument in the demand
for innovations.

Perhaps our reluctance to deal with this problem comes from a perception
that somehow investment in the radically new is substantively, and not just
qualitatively, different from the more routine commitment of financial resources
to other types of projects. When Keynes writes of “animal spirits” and when
Schumpeter resorts to terms like Krisenpsychologte (crisis psychology) in explain-
ing investors’ attitudes, there is at least a hint of such a difference. G.L.S.
Shackle (1972, p. 27) makes the same point in dramatic brevity: “Time is a
denial of the omnipotence of reason.” However, von Mises (1966, pp. 112-113)
put the matter into what I consider a proper perspective: “Every investment is a
form of speculation. There is in the course of human events no stability and con-
sequently no safety. . . . Gambling, engineering and speculating are three
different modes of dealing with the future.”

We deal with the future by expressing time preferences. This is not the
place to investigate the reasonableness of economic theory’s standard assump-
tions about the structure of these preferences and their relevance for investment
decisions. These assumptions have been questioned a number of times, such as
by Gold and Boylan (1975), Gold (1977), and most recently by Ayres and Mori
(forthcoming). What matters for my purpose is the question whether longer-
term systematic changes in time preference do occur and how they might contri-
bute to life-cycle phenomena.

A quick answer is easy: low-time preference strengthens support for saving
and hence the accumulation of capital goods incorporating new technology, and
vice versa for high-time preference. This is a proposition frequently drawn on in
recent comparisons between the performance of the American and the Japanese
industrial sectors. For a more thorough answer one would have to dig deeper:
an era of high-time preference not only produces economic stagnation in the
direct sense of my quick answer, but also affects the political, social, and cultural
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climate, and therefore what Gordon (1969) in his essay on “The feedback
between technology and values” has called the“social forces driving research.”

Economists are not very comfortable with notions like “values” and “social
forces.” I would suggest, however, that if one ignores these broader implications
of time preference, one may fall into the trap of reifying technology and therefore
seeing it as the “independent” driving force of economic dynamics. Time prefer-
ence, abstinence, patience, wasting, speculation, long horizons, etc., are words
attempting to describe how we fold the future into decisions of the present. In a
capitalist economy, they imply that progress rests to a large extent on the will-
ingness of some people to give up certain current gratification (consumption), by
setting aside a portion of their incomes for uncertain gratification in the future.

In that sense, saving decisions matter as much as the technical artifacts
they help to produce. For purposes of explaining industrial life cycles, one could
of course simply say the “macroeconomic conditions” influence changes in
demand, investment, and output, but I propose that what really matters lies a
bit deeper. How deep, I do not know, nor have I any good ideas on how one
would go about probing these matters in an empirical way.

2.3.4. Stagnation vs. “post-industrialism”

The questions I have just raised lead quite naturally to the last issue I want to
discuss. Borrowing from yet another discipline, medical science, Kindleberger
(1979) asked the question whether there is such a phenomenon as an “economic
climacteric,” a general, economy-wide transition into senescence. His historical
examples are persuasive, and his analysis suggests that there are processes at
work, among them a slowdown in the rate of technological advance, which may
cause national economies eventually to slide from industrial leadership to relative
insignifiance. Olson (1982) provides a much more comprehensive set of explana-
tions of the same phenomenon.

I believe that it is useful to distinguish these views from the more tradi-
tional hypotheses about technology-driven long waves. For one thing, long-wave
research attempts to find regularities, whereas the “sclerosis” theories concern
themselves only with the recurrence of certain symptoms. And for another, long
waves ought by their nature to be global, though perhaps phased nationally,
while the focus of scholars like Kindleberger, Olson, and others clearly is on tech-
nological and institutional forces at work snside individual countries. What both
types of hypothesis have in common is that they are testable, at least in princi-
ple.

Confusion about the nature and intent of this work, with some misinter-
preted data from life-cycle studies thrown in to muddy the waters even further,
has given rise to what I consider a most unfortunate set of untestable proposi-
tions about the nature of “post-industrialism.” Individual contributors to this
literature usually are not very careful in defining the concept. They apparently
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mean to suggest that, at least in the developed parts of the world, a radical
change in the bases for economic activity has to occur, if it is not already occur-
ring.

Even a careful reader has difficulty synthesizing some common elements
from the many facets proposed for post-industrial society, but I take it that they
include at least the following: the accumulation of knowledge in place of the
accumulation of physical capital; innovations that improve the “quality of life”
rather than innovations that further increase real output; the growth of services,
especially in the communications and leisure-time industries, in place of growth
in manufacturing and related activities; the development of technological and
administrative fixes for social problems; and an attenuation of the work ethic
and other bourgeois values.

I expect to be criticized for this simplification of a very complex set of
ideas, but it allows me to make my point: because life-cycle researchers’ findings
could have tempted the post-industrialists into the fallacy of composition, the
former may have been unwitting contributors to some fundamental errors. First
and foremost, a quasi-moratorium on the accumulation of capital in the aggre-
gate would imply not only a halt to growth but a freezing of the existing compo-
sition of physical output, i.e., the structure of industries.

Furthermore, if an improvement in the quality of life is to include a more
wholesome environment, a goal with which it would be difficult to disagree, the
pursuit of that objective involves direct expenditures as well as shifts from more
to less environmentally harmful products and processes — in other words, invest-
ment,

Most important, however, knowledge accumulation for the economy as a
whole is not an alternative to capital accumulation. As Machlup (1962) demon-
strated, the two have always been complementary, and it is difficult to see how
this symbiotic relationship could be broken.

These points suggest that low rates of time preference are an essential
feature of a world that wants to improve the material lot as well as the social
and cultural well-being of its people. The relevant arguments are made per-
suasively, and from a number of different angles, in several collections of studies,
such as Olson and Landsberg (1973) and Landau and Rosenberg (1986). The
issue is not whether societies will continue to experience technological advance
and concomitant changes in industrial structure, but what kind of trade-offs they
are willing to make in affecting the directions of change.

To gain greater public understanding of this point would seem to be an
important social contribution that life-cycle researchers could make, especially at
times when an unreasoning hostility toward technology per se seems to be
fashionable in certain circles. Only cultural historians may be able to explain
when and why these waves of public sentiment threaten to swamp more bal-
anced evaluations of the opportunities and risks of innovation. As Brooks (1986)
demonstrated, the United States seems to have gone through at least three cycles
of changing public attitudes since World War II.
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2.4. Conclusion

I want to conclude by suggesting that life-cycle research can make a social con-
tribution, because I believe that a survey of today’s state of the art must include
a new element: life-cycle research is changing from a rather esoteric field of
inquiry, albeit one from which many of us derive great intellectual pleasure, into
one that is perceived to have very utilitarian implications.

Helped along, no doubt, by some exuberant writings in the management
literature, economists now often are called upon to use their presumed under-
standing of the life cycle to give all sorts of practical advice — to corporate deci-
sion makers, to trade associations, to the designers of industrial policies, and to
international organizations. I am not certain that our “art” is quite up to the
task of meeting some of these rather high expectations. Yet we seem to be bear-
ing the burden of responsibility with good cheer and with the comforting feeling
that no one else is doing much better. Nevertheless, at this stage in our under-
standing of the life cycle’s many facets, it may behoove us to remember Morris
Adelman’s claim that every now and then, the hardest sentence for an economist
to pronounce is: “I don’t know.”
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CHAPTER 3

Role of the Technological Life Cycle in
Technology and Global Industry

Harvey Brooks

What I am going to do in this paper is to comment on certain issues that arose
in a conference I helped to organize in February 1986 for the US National
Academy of Engineering (NAE) under the title, “Technology and Global Indus-
try: Companies and Nations in the World Economy,” (Guile and Brooks, 1987).
In broadcast terms, using language that Jim Miller explains in his paper on gen-
eral systems theory, we have a world in which two kinds of organizations coexist
— economic and political — which are to an increasing degree overlapping in their
organizational boundaries. Thus the underlying theme of the NAE symposium
was the “economic, social, and industrial organization issues brought forward by
confluence of new technologies, a high level of international interdependence, and
diverse concerns of nations and companies trading in world markets.”

In my observations, however, I will confine my attention to the role of the
technology life-cycle concept (TLC) in this discussion. Out of eight major papers
presented in the symposium and published by the National Academy Press in
June, three — by James Utterback, David Teece, and Henry Ergas — made the
most extensive and basic use of the TLC concept. What I would like to do is to
comment briefly on some of the issues and questions that arose in relation to the
use of this concept in each paper.

First is the question of the nature of the TLC. Most of the illustrations of
the TLC were graphs without ordinates which, Professor Miller assures us,
would never have been accepted for publication by the editors of the Journal of
Behavioral Science. What is it that the ordinate in these graphs is supposed to
measure? Is it gross sales or market penetration of a new product, or a cluster of
closely related products? Or is it some combination of performance parameters
of a class of products?

There is also a question of what the unit of analysis is. Utterback (1987)
gives the most definite answer to this. In his paper he is primarily concerned
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with matching organizational capacities and structures within the firm to the
evolution of the TLC. The unit of analysis is what Utterback calls the “produc-
tive unit,” which he defines as a product line and its associated production pro-
cess. This unit is narrower than a whole firm, or even a division of a firm, but
broader than a single innovative product. Thus it is neither a firm-specific nor a
technology-specific technology. For example, it would ordinarily include sup-
pliers of components and of capital equipment, especially if the production pro-
cess requires close collaboration and iterative interaction between the manufac-
turer of the product line and the designer and supplier of the production
machinery. From a technological perspective, therefore, the “productive unit”
involves a whole cluster of related innovations both downstream and upstream
from the main production process. To an increasing degree the productive unit
cannot even be confined within national boundaries, but is integrated multina-
tionally.

Utterback’s paper is primarily concerned with the impact of the phase in
the TLC on the type of organization or social system best configured to manage
that particular phase. He divides the TLC into three main phases that he labels
the “fluid pattern,” the “transitional pattern” in which the “dominant design” of
the product line emerges, and the “specific pattern” in which the product line
becomes highly standardized and the emphasis of both innovative effort and
management shifts from product design to process design.

In the fluid pattern there are numerous firms with rapid market entry and
exit, and competition mainly with respect to the product’s technical characteris-
tics and performance. In this phase a highly adaptive, flexible organization is
required. Production tends to be labor-intensive with a high requirement for
engineers and skilled craftsmen while production equipment tends to be general
purpose rather than specialized. The “skunk works” is the optimal type of prod-
uct development organization for this phase.

As the dominant design begins to emerge, a large number of firms are
driven out of the field by competition. Innovative effort becomes more focused
on improving a few fundamental performance parameters of the product and on
process innovation with emphasis on price and reliability of the product. Pro-
duction equipment becomes more specialized and the organization more disci-
plined and hierarchical, with tighter integration both upstream with suppliers
and downstream with distributors and service organizations. What evolves is a
carefully articulated but increasingly rigid system in which it becomes increas-
ingly difficult to accept other than minor, incremental innovation. Production is
no longer by skilled craftsmen but by automated special-purpose equipment
operated by semiskilled labor, with increasing separation between brain work
and manual work. Further innovation becomes more and more disruptive to the
system in that it has repercussions throughout the whole system and not just on
a local element of the production process. This describes what Utterback calls
the specific pattern in which most economies of scale have been realized and
learning curve effects exploited.

One problem raised by Utterback’s picture is how many product lines
within a corporation in different phases of the TLC just described can be accom-
modated within a single administrative structure belonging to a common
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organizational culture. Closely related to this problem is the vulnerability of
“mature” industries to innovative products or processes introduced by outsiders
whether in the same or another country. The openness of the international econ-
omy has increased the probability that this will happen unless the corporation
can be organized to respond rapidly.

David Teece (1987) approaches the TLC from a very different standpoint;
his paper deals with what he calls “appropriability regimes” — the capacity of a
firm or a nation to capture the economic benefits resulting from its ability to
innovate technologically, in other words the economic payoffs that a firm or
country can expect to derive from its R&D system. Teece stresses the observa-
tion that economic benefits do not necessarily accrue to the innovator and cites
many examples of major industrial innovations where the innovating firm was
subsequently driven out of the market by competition from skillful imitators.
Appropriability depends in the first instance on ability to limit the exploitation
by others of the idea on which the innovation is based — trade secrets or patent
position, for example, or just the difficulty of imitation. The more science-based
the technology, the more problematic the appropriability regime, and the more
important is access to what Teece calls “complementary assets” — resources
necessary for getting the innovation to market earlier and more effectively than
potential imitators. The most important complementary assets are excellent
manufacturing capabilities and effective distribution-maintenance-service chan-
nels. Complementary assets are most valuable when they are specialized to the
particular innovation so that they cannot be readily duplicated or simply
acquired on the open market, e.g., general-purpose manufacturing equipment
available from many different suppliers or distribution channels that handle
many related competitive products. Such general-purpose assets can be rela-
tively easily contracted for by a competitor. But, as indicated by Utterback,
both manufacturing and distribution tend to become more specialized as one
moves from the fluid pattern to the transitional pattern of the TLC, or, as Teece
calls it, the “preparadigmatic” to the “paradigmatic” stage. In other words the
required complementary assets become more and more specialized to the dom-
inant paradigm of the product line as one progresses through the technology life
cycle.

Both Teece (1987) and Ergas (1987) argue that large returns accrue to
incremental improvements on a dominant paradigm, with relatively low average
returns to the totality of firms in the preparadigmatic stage because of the rapid
entry and exit of firms and the extreme volatility of relative market shares
among the remaining competitors. While Utterback argues that a large advan-
tage accrues to firms that succeed in the preparadigmatic stage and discover the
dominant design first, Ergas suggests that, although this might be true for an
individual firm, it is probably not true for an economy that follows a general
strategy of emphasizing this stage, e.g., relying exclusively on heavy investment
in R&D and searching for radical innovations. In other words he argues that
such a strategy does not contribute to raising living standards of the work force
in the absence of an effective follow-on strategy. The innovator also runs the
risk of moving either too slowly or too quickly in acquiring exclusive access to
specialized complementary assets. If he moves too quickly — overestimating the
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stability of the emerging dominant design, for example — his investment may be
inappropriate and later have to be scrapped. If he moves too slowly, he may
miss the window of opportunity in the market, allowing an imitator to take
advantage of complementary assets he controls to take away the market before
the innovator can gear up to penetrate it. Teece gives numerous examples of
cases where pioneers lost out to imitators because of the latter’s superior access
to appropriate complementary assets, either because it had them in place in con-
nection with other related products or because it was more confident of the
arrival of the dominant design and put the necessary complementary investment
in place more rapidly. In this regard Teece particularly emphasizes manufactur-
ing skills, citing Japanese capture of portable radio, TV, auto, and standard
RAM markets as examples. But one also has to mention the skillful Japanese
exploitation of the efficient US continent-wide distribution systems such as Sears
Roebuck as an example of the exploitation of existing complementary assets
through producing a product that US manufacturers had neglected. Sears and
other mass merchandizers played a key role in the penetration of the US market
first by small black-and-white and later color TV sets made in Japan (Peck and
Wilson, 1982). The US auto dealer system played a similar role in Japanese
penetration of the US small car market. Conversely, the Japanese shrewdly
denied US innovators in semiconductor devices and computers access to comple-
mentary assets, such as distribution outlets, in the Japanese economy until such
time as domestic Japanese producers had learned the technology well enough
and realized sufficient scale economies in the domestic market to be able to
exploit their manufacturing superiority in the US export market.

Whereas Utterback approaches the technology life cycle from the stand-
point of the productive unit, and Teece approaches it from the standpoint of the
firm, Ergas (1987) approaches it from the standpoint of the whole national econ-
omy. In his chapter he distinguishes three national strategies. One stresses
operation in what he labels the “emergent phase” of heroic technologies with
heavy emphasis on national sovereignty (prestige or military), centralized deci-
sion making by government, and pressing the state of the art in technical perfor-
mance without too much regard for economics. In the past this has generally
represented the military-space-nuclear complex of technologies, with biotechnol-
ogy, deep-sea technology, and exotic materials being added to the list more
recently. According to Ergas the USA, France, and the UK are examples of
countries following this technology strategy. He suggests that France has been
the most successful and the UK the least successful in this strategy as judged
strictly from the standpoint of managerial performance ~ success in achieving
proclaimed technical objectives. On the other hand, while its managerial perfor-
mance has been middling, the USA has probably been the most successful in
deriving economic benefit from this heroic strategy primarily because of the
remarkable strength and diversity of its R&D establishment and its ability,
because of shear size, to pursue many alternatives in parallel (Ergas, 1987).

The opposite case is represented by the Federal Republic of Germany,
Sweden, and Switzerland and is described as a diffusion strategy in which pur-
suit of the TLC into the mature stage or specific pattern is emphasized. Here
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the idea is to utilize new technology from whatever source to achieve rapid incre-
mental improvement in existing industries, emphasizing the high value-added
end of the possible spectrum of products. For example, in the machine-tool
industry the average value-added represented by the West German product mix
is about three times the average for all OECD countries (Ergas, 1987). Ergas
suggests that this strategy of incremental improvement and high value-added of
relatively conventional products may generally be the most successful from the
standpoint of improving the living standards of the work force. Its weakness is
its vulnerability to attack through the introduction of a brand new paradigm. A
good example is what happened to the Swiss mechanical watch industry. It also
nearly happened with the West German machine-tool industry with the intro-
duction of electronics, but in both these cases the diffusion strategy, imple-
mented through an unmatched vocational training system, eventually enabled
the industry to restore its position — suggesting a high degree of “resilience” in
the diffusion strategy.

The diffusion strategy emphasizes wide diffusion of incremental technologi-
cal improvements throughout the whole industry as soon as they become avail-
able and it is administered under the direction of the existing industry, particu-
larly the apprenticeship system.

The third strategy, represented uniquely by Japan, is described by Ergas as
a hybrid between the diffusion and the heroic strategies. It consists of a mix of a
few heroic high-tech projects, centrally orchestrated by government with strong
industry input, and carefully chosen for their long-term commercial leverage
combined with an aggressive diffusion strategy over a broad area of more tradi-
tional technology and industry. Japan’s greatest success has been in what Ergas
labels the consolidation phase of the technology cycle — the most rapidly rising
part of the curve following the appearance of the dominant design. It has been
able to exploit this phase primarily through emphasis on excellence in manufac-
turing combined with close integration between product design and manufactur-
ing. Japan has been able to enter the market early in the consolidation phase
partly through its unexcelled system for monitoring world developments, which
has enabled it to move quickly in acquiring key complementary assets as well as
protecting its domestic market while the selected technology was still in the
emergent phase. One conclusion of Ergas is that both the USA and Europe have
tended to stress excellence in R&D somewhat at the expense of diffusion. Even
in their heroic R&D projects such as the VLSI program and the fifth generation
computer project, Japan seems to treat their joint industry R&D efforts as much
as a learning process for the participating people who later return to their own
firms as for a source of original knowledge and technique.

The weakness of the Japanese strategy has frequently been pointed out by
the Japanese themselves. It is of two kinds. First, the newly emerging industrial
countries of Asia, the NICs, can use the same strategy as Japan, taking advan-
tage of their lower labor costs unless Japan can learn to move more rapidly
upscale toward the higher value-added end of the product mix — a strategy that
may put them even more in confrontation with Europe and the United States
and the rising trend of protectionism in these regions.
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CHAPTER 4

Schumpeterian Waves of Innovation?
Summarizing the Evidence

Alfred Kleinknecht

There is one hypothesis, now out of fashion, that I would Iske to back. That is
Schumpeter’s theory of bouts of investment induced by major technical
discoveries. While the new methods are being snstalled, there 18 brisk invest-
ment and general prospersty, but, after a time, an overshoot 18 bound to occur,
80 that excess capacily emerges and brings investment down. I should be
prepared to bet that, when the detailed history of the twenty-five years after
1945 comes to be written, it will be seen to have had the character of a boom ...
while now there is a formidable overezpansion [Joan Robinson, 1979).

4.1. Introduction: Schumpeter versus Kuznets

In his 1939 book, Business Cycles, Schumpeter argued that the long-run develop-
ment of industrial capitalism is characterized by waves of accelerated and
decelerated economic growth of some 50 years each. Schumpeter distinguished
three such waves:

° First wave: “Industrial Revolution Kondratieff” with an upswing from
1787 to 1814 and a downswing from 1814 to 1842.

e  Second wave: “Bourgeois (or Railway) Kondratieff” with an upswing from
1843 to 1869 and a downswing from 1870 to 1897.

° Third wave: “Neo-mercantilist Kondratieff” with an upswing from 1898 to
1924 and a downswing from 1925 onward.

A bold extrapolation of the above scheme would lead us to consider the
period between the two World Wars as well as the 1970s and 1980s as down-
swings of the third and fourth Kondratieff waves, while the 1940s up to the early
1970s would be regarded as the upswing phase of the fourth Kondratieff. A
renewed upswing of the world economy would then have to be expected some-
time in the 1990s.
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According to Schumpeter (1939), each of the above-named upswings can be
linked to the emergence and rapid growth of new industrial activities, which
were initiated by radical innovations. The subsequent downswings are due to
the exhaustion of innovative growth impulses. In order to produce fluctuations
which are visible in macroeconomic data, radical innovations should not be ran-
domly distributed over time but should come about in clusters or waves.

In his famous review of Schumpeter’s Business Cycles, Kuznets spoke of a
“host of crucial questions and disturbing doubts” (Kuznets, 1940, p. 262). His
criticism referred to three topics in particular. Firstly, Schumpeter had failed to
give evidence that long waves not only are a price phenomenon, but also exist in
“real” indicators of general economic activity (see Kuznets, 1940, p. 267);
secondly, Schumpeter’s explanation of the alleged long waves implied some
bunching of radical innovations which still remained to be empirically proved
(see Kuznets, 1940, p. 263); thirdly, Schumpeter had also failed to give a con-
vincing explanation of why such a bunching should occur (see Kuznets, 1940, p.
262ff.).

In retrospect, it seems fair to admit that Kuznets has been essentially right
on all three points of critique. As theorizing on long waves more or less stag-
nated during the 1950s and 1960s, the critical questions raised by Kuznets have
remained unanswered. On the other hand, Schumpeter’s theoretical proposi-
tions, if correct, are likely to have some obvious and far-reaching consequences
for our understanding of long-run economic growth.

In this paper I shall give particular attention to the second point of
Kuznets’s critique: Is there any evidence of a discontinuous occurrence of radical
innovations? Kuznets’s first point has been addressed elsewhere, leading to the
conclusion that in a number of industrial core countries there is indeed evidence
of a significant long-wave pattern in indicators of general economic activity, at
least during the last hundred years (Bieshaar and Kleinknecht, 1984; see also the
comment by Solomou, 1986b, and the reply by Bieshaar and Kleinknecht, 1986).
Moreover, Kuznets’s point of how to explain a possible bunching of innovations
has been discussed extensively in Kleinknecht (1987). The explanation presented
there (“depression-trigger” hypothesis), although still being debated (see, e.g.,
Coombs, 1987), is beyond the scope of this paper.

4.2. The Debate on Basic Innovation Clusters

In recent years, various attempts have been made to collect long-run historical
innovation indicators, and particularly to distinguish a few radical breakthroughs
in technology from the large stream of smaller piecemeal changes.

To put it metaphorically: there is a real difference between innovators who
introduce improved horse cars and those who abolish horse cars by introducing
railways or automobiles. A number of imaginative notions have been introduced
to describe this difference in more general terms. For example, Dosi (1982)
recommends that innovations that establish new “technological paradigms” be
distinguished from innovations that occur within existing paradigms. Others
speak of “basic innovations” versus “improvement innovations” (e.g., Mensch,
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1975; van Duijn, 1983; Haustein and Neuwirth, 1982) or of “New Technology
Systems” (Clark et al., 1983) or of “New Technological Webs” (Roobeek, 1987)
or simply of “Major” or “Radical” innovations.

An early attempt by Mensch (1975) to verify the hypothesis that “basic
innovations” occur in clusters has been received with skepticism (see, e.g.,
Scholz, 1976; Mansfield, 1983). In their detailed criticism, Clark et al., (1981)
pointed to serious problems in Mensch’s database. They refer to topics such as
the representativeness of his data source, his selection procedure, and the deter-
mination of innovation years (see Clark et al., 1981, p. 148f.).

Their critique has triggered more intense research efforts on long-run inno-
vation patterns, which I have treated elsewhere more exclusively (Kleinknecht,
1987). The results of my examination of various independent sources of long-run
innovation indicators eventually confirmed that Clark et al. have been right in
criticizing the fact that the original Mensch list of “basic innovations” did indeed
underestimate the frequency of basic innovations during the “early upswing”
phase of the long waves; in other words, the discontinuity in the rate of major
innovations does not manifest itself in narrow clusters during the depth of the
depressions (1880s, 1930s) as hypothesized by Mensch, but in virtual waves of
major innovations.

A stylized scheme of economic long waves as derived from the econometric
test of long waves by Bieshaar and Kleinknecht (1984, 1986) as well as from
inspection of innovation data (see Kleinknecht, 1987) is given in Table 4.1.

Table 4.1. Scheme of upswings (+++) and downswings (- — -) of long waves.

Economic wave 1873- — -1893++4+1913— - -1939+++1974~ - —...
Innovative wave (12-year lead) 1861- — —-1881+++1901— — -19274++41962— - —...

In view of the evidence derived from various data sets (including their own
data), Clark et al. have meanwhile admitted that there might indeed exist a
bunching of innovations, while advocating a different causal explanation (see
Clark et al., 1983, p. 74f.).[1]

Following that line, emphasis now seems to shift toward how to explain the
observed bunching of innovations (see, e.g., the comment by Coombs, 1987).
Apart from that development, however, there has recently been a contribution
by Solomou (1986a, 1986b) which again radically questions the empirical evi-
dence. The next section will be dedicated to that critique.

4.3. The Solomou Critique

Solomou (1986a, 1986b) examined samples of “basic innovations” by Mensch
(1975) and van Duijn (1983) as well as a sample of “important innovations” by
Kleinknecht (1981) as derived from Mahdavi (1972). He concluded that these
data are compatible with his random-walk (or random-shock) hypothesis rather
than with a long-wave perspective. Besides doing some statistical explorations,
which will be dealt with further below, Solomou makes several critical remarks
on the nature of the data. These can be summarized as follows:
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(1) In assembling data on basic innovations one is adding up cases of different
importance; certainly, some cases are more “basic” than others and hence
some weighting procedure would be desirable.

(2) The randomness of Mensch’s selection procedure may be doubted (see, e.g.,
the critique by Clark et al., 1981, p. 148f.).

(3) If the argument about a relationship between market structure and innova-
tion is valid, then market structure changes between the nineteenth and the
twentieth century would make any intertemporal comparison of innovation
rates a problematic exercise.

(4) Since the majority of innovation cases had its origin in the USA, world
innovation rates should be linked to the alleged Kuznets-cycle pattern in
American economic growth.

Before responding in more detail to points (1) and (2) (which appear to be rea-
sonable points of critique), a few remarks need to be made on points (3) and (4).

As to market structure and R&D activity, the classical survey by Kamien
and Schwartz concludes that empirical studies (being based on shaky data, of
course) give only little support to a positive relationship (1983, p. 104). More-
over, “Investigation of the supposition that large firms have the best innovative
talent have disclosed almost the exact opposite. The largest firms appear to be
far less efficient innovators than smaller rivals” (Kamien and Schwartz, 1983).

But even if valid, in a long-run historical perspective, changes in market
structure would probably have to be conceived as a rather continuous and
irreversible process. Consequently, the argument could probably explain a trend
increase in innovation rates rather than the type of wave pattern that will show
up in our data further below [2| — except if one would argue that market struc-
ture changes occur in long waves (this would indeed be a remarkable contribu-
tion to the current long-wave debate!).

Solomou’s argument about linking world innovation rates to the Kuznets-
cycle pattern in American economic growth [point (4)] is misleading in at least
two respects. Firstly, there are reasons to believe that the Kuznets cycle is a sta-
tistical artifact, due to problematic filtering effects that result from the use of
first differences in detrending economic time series (see Bieshaar and Kleink-
necht, 1986, p. 190f.). Secondly, provided that the Kuznets cycle exists at all,
there seems to be some agreement that it is restricted to the period before World
War 1 (see, e.g., the discussion in Rostow, 1975), while US world market
hegemony has emerged during the twentieth century only and is most obvious
after World War II

While rejecting points (3) and (4), the first and second point of the critique
should be taken seriously. It is a problematic exercise to add up innovations of
quite different importance and complexity, and the rate of innovation observed
may be biased by the personal whims and preferences of the compiler. For
example: a compiler may include cases of “basic” innovations that other com-
pilers would classify as “minor” cases; or, a researcher may use problematic
sources and investigate certain historical periods more carefully than other
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periods. On the other hand, trusting the personal integrity of researchers, one
might hope that such biases (although unavoidable) will remain within accept-
able limits. In the following, I shall add up the sets of innovation data by
Mensch (1975) [3] and van Duijn (1983), adding another set of basic innovation
data by Haustein and Neuwirth (1982), which has not been considered by Solo-
mou (1986a, 1986b).

In doing so, it is hoped that a possible bias from personal judgment by an
individual compiler will be reduced. The adding up of all cases from the three
samples implies some weighting procedure, since cases that are included in all
three samples (and which can therefore most confidently be considered as
“basic” innovations, since all three authors agree upon these cases) are counted
three times. Cases that are included in two out of the three sources (which
might still be considered as relatively “safe” cases of basic innovations) are
counted twice. The category of basic innovations that is reported by one of the
three sources only (and which is most likely to cover a number of doubtful cases)
is counted only once. Because of the implicit weighting procedure, we would
expect the resulting “supersample” to give a more reliable indication of long-run
innovation patterns than the isolated consideration of an individual source could
do. The supersample is displayed in Figure 4.1.

To get an idea about the reliability of the supersample, it is interesting to
see how far the three underlying sources overlap. A schematic presentation of
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Figure 4.1. All basic innovations from three sources (supersample) from 1800 to 1968.
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Figure 4.2. Overlap between three samples of basic innovations from 1800 to 1968.

overlaps is given in Figure 4.2. It should be noted that the numbers in Figure
4.2 may be subject to some counting errors, which are due to the nature of the
data: quite frequently, different sources use a slightly different description of the
same innovation case; besides, counting is sometimes complicated because two
sources may have considered a different aspect of the same type of innovation
(e.g., one source is covering the first commercially successful steamship, while
the other source takes the year of the first Atlantic crossing on a steamship).
Moreover, even for identical events, often diverging innovation years are given
(fortunately, most differences in innovation years remain within the range of a
few years). In spite of such problems, Figure 4.2 may give at least a rough indi-
cation of the overlap between the three sources.

It can be seen in Figure 4.2 that the Mensch (1975) sample shows strong
overlap with the other two samples, while the van Duijn (1983) and the Haustein
and Neuwirth (1982) samples have only a modest overlap. This can be explained
by the fact that the Mensch sample (being published earlier) has been known to
van Duijn and to Haustein and Neuwirth, while the latter two have been compil-
ing their samples independently of each other. It is remarkable to see that a
number of the Mensch cases have not been included in the samples of the other
two compilers, which indicates that they must have examined the Mensch sam-
ple quite critically.

It should be noted that when forming the supersample, I deliberately did
not interfere with the data, which means that no case was added or omitted;
even in the case of diverging innovation years, no innovation year was changed.
Besides the above-described supersample, other exercises were done that are not
documented here. For example, when adding up all the cases from the three
sources and omitting those cases that are named in one source only, a pattern
similar to that in Figure {.1 was obtained.
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While the supersample certainly is an improvement as compared with the
individual sources, it should be noted that the wave pattern in the time distribu-
tion of basic innovations does not depend on weighting. This will become clear
from our test on the significance of differences in mean innovation rates for vari-
ous a priort periods, which brings us to another point of the Solomou critique.

Solomou is right in arguing that for testing the significance of long-run
innovation patterns, a test on differences in means between certain a priors
periods is more appropriate than the runs test as applied by Mensch (1975). It is
also correct, that the eyelicity of innovation waves (i.e., their endogenously
caused regular recurrence) cannot be proved by any quantitative test, simply
because of the low number of waves observed (any proof of cyclicity being left to
a theoretically convincing endogenous explanation of the turning points). As
Solomou rightly points out, however, one can test a “weak”™ Kondratieff
hypothesis, testing whether observable innovation patterns behave according to
what one would expect from a long-wave view (ibid., p. 102).

In doing so, I shall apply a one-sided t-test, testing whether the mean
number of innovations during the upswing (+++) periods in Table 4.1 is
significantly higher than during the downswing (- — -) periods (and vice versa).
The t-test (which is not ezactly a student t) is defined as follows:

¢ = z1— 2
g8
N, N,

where: Z, and Z, are the sample means, 6% and 6% are the sample variances, and
N, and N, are the sample sizes.

Because of the smaller sample sizes, the use of a t-test for this statistic is
more cautious (giving lower levels of significance) than the use of a z-test (as has
been done by Solomou, 1986a, p. 108). Moreover, since the hypothesized direc-
tion of the differences is clearly determined, a one-sided test will be applied. As
in Solomou’s test it is assumed that the variance during the subsequent upswings
and downswings is not equal. In the case of the t-test, this assumption implies a
considerable loss of degrees of freedom, following the “safe rule” as outlined in
Wonnacott and Wonnacott (1977, p. 214).

Table 4.2 documents the results from application of the ¢-test to the super-
sample. The test was also applied to the three sources individually, the results
being reported in Table 4.A1 of the Appendix. Documentation in this paper is
restricted to the results that were achieved when handling a 12-year lead of the
innovation wave over the economic wave as hypothesized in Table 4.1. To test
the robustness of the results with regard to slight variations in lead times, a 10-
and a 15-year lead was also tried. The results differed only slightly, so that the
same conclusions could have been drawn, using a slightly different periodization.
Table 4.2 confirms that the fluctuations observed in Figure {.1 above can clearly
be distinguished from statistical random fluctuations.
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Table 4.2. Calculations of t-test for upswings and downswings of long waves: the super-
sample.

Period Mean SD SE t-values d.f. Prob.
1861-1881 2.6667 2.1525

0.8006 1.843 20 0.039
1881-1901 4.1428 2.9712

0.7441 2.481 20 0.011
1901-1927 2.2962 1.8976

0.6291 3.370 26 0.001
1927-1962 4.4166 3.0740

0.7979 2.491 6 0.024
1962-1968 2.4285 1.6183

In interpreting Table 4.2, one has of course to be aware that, even if our
weighting procedure does imply some improvement, it certainly cannot satisfy all
possible objections uttered by skeptics. As has already been indicated above,
nobody who has ever been working in the field of innovations research, needs to
be reminded of the numerous problems concerning topics such as the representa-
tiveness of sources, the randomness of selection principles, the distinction
between “major” and “minor” events, an appropriate sample size, or the deter-
mination of innovation years.

If, in spite of all these problems, we want to arrive at a somewhat safe
judgment about Schumpeter’s above-sketched hypothesis, we should compare
evidence from as many sources as possible. Fortunately, owing to the painstak-
ing work by Baker (1976), there is still another long-run technology indicator
that has been collected independently of the above basic innovation sources, and
which will be considered in the following.

4.4. Testing the Baker Data

While the above data on basic innovations consist of years when the first suc-
cessful commercialization of new products or processes, perceived to be of funda-
mental importance, occurred, Baker (1976) collected about 1,000 “breakthrough”
patents which refer to 363 important items (these items range, in alphabetical
sequence, from the addressograph up to the zip fastener). It should be men-
tioned that the basic innovation data are, in principle, world innovation data,
whereas Baker’s breakthrough patents are mainly patents registered at the Brit-
ish Patent Office. It can nonetheless be argued that they might be taken as a
world innovation indicator, since “The United Kingdom’s role in the interna-
tional world of commerce has been of sufficient importance throughout the his-
tory of the patent system to ensure that most inventions of significance would
have been subject of patent applications in this country” (Baker, 1976, p.21).

As compared with “direct” innovation data, the Baker patent data have
three notable drawbacks. Firstly, the year of publication of a breakthrough
patent on a new item is not necessarily identical with the year of the innovation
(i.e., the first successful commercialization of the item), although it should come
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reasonably close to it. Secondly, the Baker sample covers a certain number of
key patents that are related to radical inventions rather than tnnovations.
Thirdly, a few cases are related to smprovement rather than to “basic” innova-
tions (see also the discussion in Kleinknecht, 1987).

These points are likely to constitute a bias in favor of a random-walk pat-
tern. Consequently, we would expect fluctuations, as hypothesized in Table 4.1,
to be less accentuated in the Baker data than in “pure” innovation data. A com-
parison between the Baker data in Figure 4.8 and the supersample of basic inno-
vations in Figure 4.1 seems to confirm this.[4] Nonetheless, the results from
application of the above-defined t-test to the Baker data, being documented in
Table 4.3, confirm that the hypothesized fluctuations are still significant, even
though significance levels are generally a bit lower than in Table {.2.
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Figure {.3. Product-related breakthrough patents from Baker (1976), according to
classification in Kleinknecht (1987).

From Tables 4.2 and 4.8, as well as from the test on the individual sources
in Table 4.A1 (Appendix), it can be concluded that between 1881 and 1962 there
is evidence of three successive periods of above- and below-average rates of inno-
vations, the differences being distinguished from random variations at high levels
of significance. Judging from the (somewhat more reliable) supersample in Table
4.2, this holds even for the period from 1861 to 1968.

As to the very last period (1962-1971), it is of course right that it is often
only in retrospect with a certain time lag that one can decide what are “major”
innovations or “minor” ones. Hence, the result from Table 4.2 can be taken only
as a very preliminary indication of a decline of innovation rates during the 1960s.
Nonetheless, judging from conventional wisdom, it does not seem to be too bold
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Table 4.8. Calculations of t-test for upswings and downswings of long waves: the Baker
data.

Period Mean SD SE t-value df. Prob.
1861-1881 2.9523 1.4992

0.4832 0.985 20 0.160
1881-1901 3.4285 1.6300

0.4853 1.722 20 0.052
1901-1927 2.5925 1.7155

0.5761 3.262 26 0.002
1927-1962 4.4722 2.8333

0.8331 1.046 9 0.200
1962-1971 3.6000 2.1705

a prognosis that the 1960s and 1970s will eventually turn out to have been a
period of poor innovation performance, followed by a renewed upsurge of radical
innovation in the 1980s and 1990s. This would also be a logical implication of
my theoretical explanation of innovation waves that is beyond the scope of this
paper (see Kleinknecht, 1987, for an extensive discussion).

Although a theoretical explanation is important for the issue of cyelicity of
the observed waves, this paper is restricted to the statistical evidence that has
been questioned by Solomou (1986a, 1986b). Summarizing the above considera-
tions, we can say that Solomou, being right in his critique of Mensch’s cluster
hypothesis (and its statistical support) draws the wrong conclusions.[5] Innova-
tion flows have not been constant. Besides a twentieth-century wave of radical
innovations, there is evidence of a period of accelerated innovation activity in the
1880s and 1890s, followed by a deceleration up to the late 1920s, which Solomou
will not be able to explain by whatever exogenous shock event.

Solomou’s random-walk hypothesis may hold, however, for the period of
early capitalism. Optical inspection of the various time series suggests that, up
to the mid-nineteenth century, the flow of innovations in aggregate data experi-
enced only a monotonous increase. This suggests that Schumpeter’s innovation
long-wave hypothesis as a macroeconomic phenomenon is valid only for
developed capitalism. 6]

4.6. Suggestions for Further Research

This paper was restricted to empirical evidence of long waves in the incidence of
major innovations, which is of course closely related to the issue of long waves in
economic life. The explanation of innovation waves that has been put forward in
Kleinknecht (1986, 1987) has been discussed controversially. However, “alterna-
tive” explanations that stress the importance of “science push” and institutional
change (Clark et al., 1983; Coombs, 1987), or which focus on the “social struc-
ture of accumulation” (Gordon et al., 1982) are not necessarily inconsistent with
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my argument about a restructuring of the technological base of capital accumu-
lation being triggered by a prolonged depression. However, an explanation that
integrates the various views would be a task for another paper.

Another interesting issue would consist of linking innovation waves to
long-run profit rates. The idea of long waves in aggregate profit rates has
recently been advocated by several theorists, such as Fontvieille (1985), Menshi-
kov and Klimenko (1985), Poletayev (1985), and Reati (1986). In a disaggre-
gated analysis of West German manufacturing profit rates from 1950 to 1977, I
have argued that sectors that can be closely related to the twentieth-century
wave of major innovations did exercise during the 1950s (and in part during the
1960s) a counteracting influence against a rapid fall of the aggregate profit rate
(Kleinknecht, 1987a). Doing such an analysis for other countries and periods
(and, if possible, at a finer level of aggregation), might shed a new light on the
discussion of the tendential fall of the profit rate.

Interpreting the innovation waves from the viewpoint of demand theory
may be another research topic, being particularly attractive to Keynesian
economists. In explaining why innovation waves may cause waves of expansion
and contraction in the economy, one would have to consider that launching of an
innovation involves considerable investment in R&D, in know-how, and eventu-
ally in the buildup of production facilities; the powerful multiplier effects that
result from such investments may be conceived as a positive function of the
degree of radicalness of an innovation, the amount and impact of subsequent
(major and/or minor) innovations, and the degree of market success (diffusion).

Of course, the boom created by such innovation multipliers (which may
end in an overshooting such as described in the above quotation by Joan Robin-
son) still needs to be adequately modeled before it can be integrated into long-
run macro-models.

The relationship between demand and innovation still has another implica-
tion. To the extent that the “demand-pull” hypothesis (which is not necessarily
inconsistent with my “depression-trigger” hypothesis) is valid in explaining inno-
vation, it has an impact on government demand management that has been
largely neglected even by Keynesian economists. Government demand, besides
having the multiplier effects that are well known from the textbooks, may
influence the flow of innovations (and in doing so create extra demand by means
of the above-mentioned “innovation multiplier”). Of course, from a Schum-
peterian viewpoint, one would not advocate macroeconomic demand impulses.
The latter may be (in part) even counterproductive in that they (also) contribute
to preserve existing product lines. Rather one would advocate specific demand
impulses that are directed toward assisting the emergence of new industrial
activities; i.e., government demand may systematically increase the chances of
new technological options to survive in the process of Darwinian selection on the
marketplace. Such a demand policy would have the advantage of not only
increasing effective demand as such, but also of allowing political choices con-
cerning socially desirable new technologies.

The above-sketched arguments may indicate that the hypothesis of innova-
tion waves, if correct, calls for a lot of research still to be done.
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Notes

[1] Discussing innovation data on the twentieth-century chemical industry, they con-
cluded: “All of this supports the notion of bunches of basic inventions and innova-
tions leading to the take-off of new industries. . . . It does not, however, demon-
strate any direct connection between this process and the ‘trigger’ of depression”
[Clark et al., 1983, p. 74f.].

[2] A similar argument is likely to apply with respect to other long-run structural
changes, such as the rise of the professional R&D lab during the twentieth cen-
tury.

[3] For the twentieth century I took the Mensch data as revised by Clark et al., (1983,
p- 68£.).

[4 It shm)lld be mentioned that the Baker data in Figure {.8 and Table 4.8 refer to
product-related breakthrough patents. The process-related patents show a
different pattern. A detailed discussion and documentation of the classification of
the Baker cases by product versus process patents can be found in Kleinknecht
(1987, ch. 4).

[5] The main difference between my results and those by Solomou does not seem to be
due to the use of a different test formula, but rather to a different periodization.
For example, Solomou applies the Mensch (cluster) periodization to the van Duijn
data. Since the latter show a (broad) wave pattern rather than a narrow cluster
pattern, it is not surprising that Solomou finds an almost perfect random-walk
pattern (see Solomou, 1986a, p. 109).

[6] Recent work at the International Institute for Applied Systems Analysis at Laxen-
burg, Austria, suggests that the diffusion paths of specific technologies (e.g., in the
energy and transportation sector or in the steel industry) seem to fit into the
framework of Kondratieff long waves, even during those periods in the eighteenth
and nineteenth century for which evidence of macroeconomic long waves is poor;
see Marchetti (1986), Nakicenovic (1986), or Griibler and Nakicenovic (1987).
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Appendix

Table {.A1. Calculations of t-test for upswings and downswings of long waves.

Basic innovations according to van Duijn (1983)

Periods Mean SD SE t-value d.f. Prob.
1861-1881 0.8571 0.7928

0.3278 0.871 20 0.192
1881-1901 1.1428 1.2761

0.3137 2.225 20 0.019
1901-1927 0.4444 0.7510

0.2428 2.287 26 0.015
1927-1962 1.0000 1.1710

0.2478 2.824 9 0.015
1962-1971 0.3000 0.4830
Basic innovations according to Haustein and Neuwirth (1982)
Periods Mean SD SE t-value d.f. Prob.
1861-1881 0.8571 0.9102

0.4208 2.149 20 0.022
1881-1901 1.7619 1.7001

0.4042 2.343 20 0.015
1901-1927 0.8148 0.8337

0.2873 2.191 26 0.019
1927-1962 1.4444 1.3404

0.4008 0.428 10 insignif.
1962-1972 1.2727 1.1037
Mensch’s 20th-century basic innovations as revised by Clark et al. (1983)
Periods Mean SD SE t-value d.f. Prob.
1901-1927 0.4814 0.8024

0.2411 3.302 26 0.002
1927-1962 1.2777 1.1112

0.3507 2.013 7 0.040
1962-1968 0.5714 0.7867
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CHAPTER b

A Theory of Growth Rate Discontinuities

Robert U. Ayres

6.1. Introduction

The circumstances of accelerating use, and possible near- or medium-term
exhaustion, of fossil energy resource — together with major uncertainties as to the
feasibility, cost, and timing of downstream substitutes — constitute a challenge
for economic analysis. Several frameworks are possible. The case where technol-
ogy offers no substitution possibility was examined many years ago by Gray
(1914) and Hotelling (1931). Decades later, Nordhaus (1973) considered a vari-
ant case in which the supply curve becomes infinite at some finite price, where
the so-called “backstop” technology takes over and provides unlimited energy
availability. Stiglitz (1974, 1979) assumes technological progress occurs at a con-
stant rate, regardless of policy, indefinitely.

Dasgupta and Heal (1974, 1979) introduced a different twist. In their ear-
lier models, the new technology eliminates the need for the resource, but it
arrives exogenously and costlessly at some uncertain time in the future. In more
recent work these authors, as well as Kamien and Schwartz (1978, 1982) and
others, have examined variations in which the new development itself becomes
endogenous and costly. In the context of energy analysis, these models largely
retain the backstop concept, the focus being on a single, millennial, breakthrough
technology and on optimal policy during the interim period. A useful recent
summary of the status of this literature has been given by Huettner (1981).

A simple framework adopted in the present paper differs from some of
those cited above in several ways.[1] First, no technological millennium, in the
Nordhaus sense, is envisaged. Rather, technical progress is identified with a

Reprinted from Joumal of Environmental Economics and Management 15 (1988):439-461. Copy-
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continuously increasing function of technological knowledge, T, which is taken to
be an explicit, endogenously determined factor of production. Second, all factors
of production, including technological knowledge, are assumed to be forms of
condensed or “embodied” forms of information. Information is used in the
technical sense introduced by Hartley (1928) and elaborated by Shannon (1948),
Brillouin (1953), and others. The substitutability (or interconvertibility) of fac-
tors of production follows naturally. Third, following from the above, both
resource inputs and outputs of the production process can also be thought of as
forms of condensed information and measured in “bits.” The ratio of aggregate
outputs (e.g., GNP) to input thus becomes a natural Generalized measure of the
state of technology at a given time.

Much more can be said on the last point. It is one to which many econo-
mists raise objections, almost reflexively. However, many of the common objec-
tions are rooted in intuitive and rather imprecise uses of the concept of informa-
tion. The following section is intended to provide some explanatory background
material on this topic. It can be skipped by any reader who is either (a) already
moderately comfortable with concepts of standard information theory (as used
by engineers and physicists) or (b) willing to suspend disbelief and accept — for
purposes of argument — that all economic quantities (labor, capital, resources,
outputs) can be quantitatively measured in the same physical unit {“bits”).

One caveat is essential at this point. The assertion that all economic quan-
tities can be measured in bits does not preclude their also being measurable in
value units (e.g., dollars). The two kinds of units need not be proportional, any
more than the relative prices of two materials necessarily coincide with their
relative masses. The model introduced later does not seek to maximize the abso-
lute information content of economic output. It does seek to maximize the utility
of that information output. Thus, a subtle and possibly controversial feature of
this model is that it assumes the existence of such a utility function, i.e., a con-
sistent relationship between the information embodied in final products and ser-
vices produced by the economy and the utility thereof. If there is to be a debate,
it should probably focus on whether such a utility function can consistently be
determined.

6.2. Information

Technically speaking, information is a measure of uncertainty (Shannon, 1951),
of negative entropy or negentropy (Brillouin, 1953), or of distinguishability or
generalized distance (Tribus & Mclrvine, 1971). The more distinguishable or
nonrandom a subsystem is, the more information it embodies. This is true of
telegraphic or telephonic messages, wireless transmissions, photographs, atomic
or molecular assemblages, materials, shapes, and physical structures. It is also
true of organizations and social systems.

Methods for numerical computation of information content are available for
communications applications and for homogeneous physical-chemical systems.
Computational schemes can be developed, in principle, for the more complex
cases. In general, the information content of a manufactured thing corresponds
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roughly to the number of symbols or words that would be required to describe it
efficiently (e.g., in a computer program).

Solar radiation is information-rich because it is highly distinguishable (in
terms of equivalent black-body temperature) from the low-temperature back-
ground radiation. High-quality metal ores contain information because their
composition is highly distinguishable from the surrounding earth’s crust; purified
metals contain even more information for the same reason; and so on.

Knowledge is a useful subset of information that can be regarded as a factor
of production. Not all information is knowledge, but all knowledge is informa-
tion. “Useful,” in this context, merely means that it contributes to the produc-
tion of useful goods and services. A more extended discussion of the relationship
between information and knowledge has been included as Appendix A.

While knowledge can be assumed to increase, in principle, without physical
limit (if one continues investing in R&D), its impact on productivity is assumed
to be subject to diminishing returns. Both the assumption of concavity — or
diminishing returns — and the assumption that technological knowledge is
endogenous to the productive system are in contrast to views in some of the
extant economic growth literature. However, one important notion underlying
the approach described in this paper is that natural resources, labor, physical
capital, and knowledge are all condensed forms of information and therefore
mutually substitutable, within limits to be discussed later.

In fact, it requires no great leap of the imagination, at this point, to inter-
pret physical capital stock as knowledge (i.e., useful information) embodied in
material form. Similarly, various skill levels of labor can readily be interpreted
as knowledge embodied in human workers. When capital equipment depreciates
due to wear and tear, the (useful) information content embodied in its design
(form and function) is gradually lost. As a cutting tool loses its physical edge, its
distinguishability is obviously decreased, as is its economic productivity.

The interpretation of capital and labor as embodiments of knowledge does
not alter the desirability of taking into account the fact that the economic system
also depends on a continuing flow of available energy or essergy. Available
energy (essergy) is the ultimate resource, in the same sense that all other
material resources can be extracted from the earth’s crust, in principle, if enough
energy is available. Energy (essergy) flux from the sun is, of course, the ultimate
source of all localized negentropic (information) accumulation on the earth. This
being so, the solar energy flux is, in effect, a fluz of information. Similarly, the
earth’s store of fossil fuels can be regarded as a stock of information. Some of
the latter can be captured and embodied by biological and/or technological
processes in other (even more condensed) forms, such as capital goods or prod-
ucts.

5.3. Technical Efficiency and Technological Knowledge

The essential equivalence of resources and energy is widely accepted (e.g.,
“energy is the ultimate resource”), and the equivalence of useful or available
energy and information (negentropy) has already been discussed. Thus, in the
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final analysis both economic inputs (resources) and economic outputs (goods and
services) can be viewed as forms of information. These forms differ primarily in
terms of the extent to which information is embodied in composition, structure,
shape or form, and knowledge content or quality.

The model discussed hereafter assumes that the modern economic system
as a whole is a kind of information processor, which continuously converts mas-
sive amounts of crude information (negentropy) into a much smaller quantity of
refined information. The latter takes the form of knowledge stocks and human
services.[2] Both kinds of information flow are measurable in bits per sec. The
processing efficiency of the economic system can be defined as the ratio of infor-
mation output fluz to information input fluz. This statement is both trivial and
truly profound, as will be seen.

It is convenient at this point to introduce a variable E(T), where T is a
measure of technological knowledge T, such that E is constrained to the range
zero to unity. For reasons that will be clearer subsequently, it is convenient to
think of E as a generalized efficiency measure. It is convenient to let

E =1+ exp(Ty — T)|7}, (5.1)

where T, is a large number (by assumption) such that E = 0.5 when T = T,
Evidently if Ty is large, E is very small for small values of T (T<<T,) and
asymptotically approaches unity for very large T (T>>T;). Solving for T,

T = Ty + In(E/1 - E). (5.2)

The growth of the stock of technological knowledge T can be presumed, for pur-
poses of the model, to follow a simple law, viz.,

T=1J, (5.3)

where J is the annual creation (or destruction) of new knowledge. J is a function
of time, of course. The rate of embodiment (or fixation) of knowledge in capital,
labor, products, etc., is presumably proportional to the rate of acquisition of new
knowledge owing to R&D over some prior period.

The productivity measure E satisfies a nonlinear differential equation, vsz.,

E=E(1 - E)J, (5.4)

where J (previously defined) is the aggregate annual rate of addition to the stock
of knowledge. It can be seen that F is an elongated more or less S-shaped curve.
It is exponentially rising, at first, but after passing a point of inflection, it enters
a concave region of saturation, asymptotically approaching unity. If J is a con-
stant, it may be noted that th